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Introduction

Motivations

The Foc project was launched in 1998 by T. Hardin and R. Rioboo PL#jith the objective of helping

all stages of development of critical software within safahd security domains. The methods used in
these domains are evolving, ad-hoc and empirical appreduotiag replaced by more formal methods. For
example, for high levels of safety, formal models of the iegaent/specification phase are more and more
considered as they allow mechanized proofs, test or stasitysis of the required properties. In the same
way, high level assurance in system security asks for thelgee formal methods along the process of
software development and is often required for the spetificdevel. Thus the project was to elaborate an
Integrated Development Environment (IDE) able to provigghHevel and justified confidence to users, but
remaining easy to use by well-trained engineers.

To ease developing high integrity systems with numerousveoé components, an Integrated Devel-
opment Environment (IDE) should provide tools to formalkpeess specifications, to describe design and
coding and to ensure that specification requirements aréyrtbe corresponding code. This is not enough.
First, standards of critical systems ask for pertinent duantation which has to be maintained along all the
revisions during the system life cycle. Second, the evalnatonformance process of software is by nature a
sceptical analysis. Thus, any proof of code correctness Ineussasily redone at request and traceability must
be eased. Third, design and coding are difficult tasks. Reséa software engineering has demonstrated
the help provided by some object-oriented features asitahee, late binding and early research works on
programming languages have pointed out the importancesifaadbion mechanism such as modularity to
help invariant maintaining. There are a lot of other pointéal should also be considered when designing
an IDE for safe and/or secure systems to ensure conformaiticehigh Evaluation Assurance or Safety
Integrity Levels (EAL-5,7 or SIL 3,4) and to ease the evahrafprocess according to various standards
(e.g. IEC61508, CC, ...): handling of non-functional carseof specification, handling of dysfunctional
behaviors and vulnerabilities from the true beginning afad@oment and fault avoidance, fault detection by
validation testing, vulnerability and safety analysis.

Initial application testbed

When theFoc project was launched by Hardin and Rioboo, only one specifinain was considered, the
one of Computer Algebra. Algorithms used in this domain camather intricated and difficult to test and
this is not rare that computer algebra systems issue a balt] thse to semantical flaws, compiler anomalies,
etc. Thus the idea was to design a language allowing to gpheifmathematics underlying these algorithms
and to go step by step to different kinds of implementatiotsoeding to the specifities of the problem
under consideratién The first step was to design the semantics of such a langtrsiey to fit to several
requirements: easing the expression of mathematicahséatis, clear distinction between the mathematical
structure (semi-ring, polynomial, ..) and its differenfol@mentations, easing the development (modularity,
inheritance, parametrisation, abstraction, ..), runteffeeiency and confidence in the whole development
(mechanised proofs, ..). After an initial phase of concalptiesign, thd=oc semantics was submitted to a
double test. On one hand, this semantics was specifi€ddnand in a categorical model of type theories by

>They were members of the SPI (Semantics, Proofs, Impleriens team of the LIP6 (Lab. Informatique de Paris 6) at
Université Pierre et Marie Curie (UMPC), Paris

SFor example Computer Algebra Libraries use several diffierepresentations of polynomials according to the treatrieebe
done



S. Boulmé (see his thesis[3]), a point which enlighteneditbrders of this approach, regarding the logical
background. On the other hand, before designing the syitass needed to study the development style in
such a language. R. Rioboo [4, 11] used @@aml language to try different solutions which are recorded
in [11].

Initial Focal design

Then the time came to design the syntax of the language ancbthpiler. To overcome inconsistencies
risks, an original dependency analysis was incorporatediie compiler (V. Prevosto thesis[17, 20, 19]) and
the correction of the compiler (mostly written by V. Prevmsigainstocal’s semantics is proved (by hand)
[18], a point which brings a satisfactory confidence in thegleage’s correctness. Then Riob& hegan
the development of a huge computer algebra library, whitdrefull specification and implementation of
usual algebraic structures up to multivariate polynomiiagjs with complex algorithms, first as a way to
extensively test the language and (quite satisfactoryieffty of the produced code and then to provide a
standard library of mathematical backgrounds. And D. Djg] started the development @aénon, an
automatic prover based on tableaux method, which takescal statement and tries to build a proof of it
and, when succeeds, issugsaq term. More recently, M. Carlier and C. Dubois[15] began theaiopment
of a test tool forFocal.

Focal has already been used to develop huge examples such asritiardtébrary and the computer
algebra library. The library dedicated to the algebra okascontrol models, developed by M. Jaume and
C. Morisset[12, 13, 16], is another huge example, whichdvesrimplementations of orderings, lattices and
boolean algebras from the computer algebra librargcal was also very successfully used to formalize
airport security regulations, a work by D. Delahaye, J.4ferithe, C. Dubois, V. Donzeau-Gouge [6, 7, 8].
This last work led to the development of a translator[5] frieatal to UML for documentation purposes.

The FoCalize system

The FoCalize development effort started in 2006: it was clearly a corgtimn of theFoc and Focal
efforts. The new system was rewritten from scratch. A neguaige and syntax was designed and carefully
implemented, with in mind ease of use, expressivity, andigammer friendyness. The addition of powerful
data structure definitions together with the correspongiiern matching facility, lead to new expressing
power.

TheZenon automatic theorem prover was also integrated in the comguilé natively interfaced within
theFFoCalize language. New developments for recursive functions sugpon the way (in particular for
termination proofs).

A formal specification can be built by declaring names of fioms and values and introducing prop-
erties. Then, design and implementation can incremenb&llglone by adding definitions of functions and
proving that the implementation meets the specificationesigh requirements. Thus, developingHo-
Calize is a kind of refinement process from formal model to design esde, completely done within
FoCalize. Taking the global development in consideration withinshene environment brings some con-
ciseness, helps documentation and reviewing. Thiie@alize development is organised as a hierarchy
that may have several roots. The upper levels of the hieyan@hbuilt along the specification stage while the
lower ones correspond to implementation and each node dfigharchy corresponds to a progress toward
a complete implementation.

The FoCalize system provides means for the developers to formally egpitesr specifications and
to go step by step (in an incremental approach) to design mptementation while proving that such
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an implementation meets its specification or design remeérds. TheFoCalize language offers high
level mechanisms such as inheritance, late binding, ratlefinparametrization, etc. Confidence in proofs
submitted by developers or automatically done relies omé&bproof verification FoCalize also provides
some automation of documentation production and managemen

We would like to mention several works about safety and/eusty concerns withinFoCalize and
specially the definition of a safety life cycle by P. Ayrault, Hardin and F. Pessaux [1] and the study of
some traps within formal methods by E. Jaeger and T. Hard]n[1

The FoCalize system in short

FoCalize can be seen as an IDE still in development, which gives aipesiblution to the three require-
ments identified above:

1. pertinent documentation is maintained within the sysbeing written, and its extraction is an auto-
matic part of the compilation process,

2. proofs are written using a high level proof language, sb pinoofs are easier to write and their verifi-
cation is automatic and reliable,

3. the framework provides powerful abstraction mechanigniacilitate design and development; how-
ever, these mechanisms are carefully ruled: the compiléonpes numerous validity checks to ensure
that no further development can inadvertantly break thariemts or invalidate the proofs; indeed, the
compiler ensures that if a theorem was based on assumgpliahare now violated by the new devel-
opment, then the theorem is out of reach of the programmer.

10



Chapter 1

Overview

Before entering the precise descriptiorFoiCalize we give an informal presentation of near all its features,
to help further reading of the reference manual. Every coosbn or feature oFoCalize will be entirely
described in the following chapters.

1.1 The Basic Brick

The primitive entity of aFoCalize development is thepecies It can be viewed as a record grouping
“things” related to a same concept. Like in most modularglesystems (i.e. objected oriented, algebraic
abstract types) the idea is to group a data structure witbpleeations to process it. SincefkoCalize we
don’t only address data type and operations, among theisgsthwe also find the declaration (specification)
of these operations, the properties (which may represenirements) and their proofs.

We now describe each of these “things”, caltedthods

e Themethodintroduced by the keywortepresentation gives the data representation of entities
manipulated by thepecies It is a type called theepresentationor the representation type when
emphasising on the fact that it is a type) and defined by a typeession. Theepresentatiormay be
not-yet-defined in @peciesmeaning that the real structure of the data-typesiteciesembeds does
not need to be known at this point. In this case, it is simplypetvariable. However, to obtain an
implementation, theepresentatiorhas to be defined later either by settirgpresentation =
exp whereexp is a type expression or by inheritance (see below). Typeessmns inFoCalize
are roughly ML-like types (variables, basic types, indeetiypes, record types) plispecies repre-
sentation typesdenoted by keywor&elf inside the species and by the name of tepecieutside
of them.

Eachspeciedias a unique methadpresentation This is not a restriction compared to other languages
where programs/objects/modules can own several privaiablas representing the internal state,
hence the data structure of the manipulated entities byrtigrgam/object/module. In such a case, the
representatiorcan simply be the tuple grouping all these variables thaewdsseminated all along
the program/object/module.

e Declarations are composed of the keywasignature  followed by a nhame and a type. It serves
to announce anethodto be defined later, i.e. to only specify its type, without lerpentation yet.
Suchmethodsare especially dedicated for specification or design p@psesice declared names may
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be used to define othemsethodswhile delaying their definition. The type provided by thignature
allowsFoCalize to ensure via type-checking that the method is used in ctstexnpatibles with this
type. The late-binding and the collection mechanismshésrintroduced, ensure that the definition
of the method will be effectively known when needed.

Definitions are composed of the keywded , followed by a name, a type and an expression. They
serve to introduce constants or functions, i.e. computatioperations. The core language used to
implement them is roughly ML-like expressions (let-binglirpattern matching, conditional, higher
order functions, ...) with the addition of a constructiorcédl amethodfrom a givenspecies Mutu-

ally recursive definitions are introduced &t rec

Statements are composed of the keywprdperty  followed by a name and a first-order formula.
A propertymay serve to express requirements (i.e. facts that thersystest hold to conform to the
Statement of Work) and then can be viewed as a specificatigpopemethod like signatures were

for let -method. It will lead to a proof obligation later in the developmeAtpropertymay also be
used to express some “quality” information of the systenuifsimess, correctness, ..) also submitted
to a proof obligation. Formulae are written with usual l@jiconnectors, universal and existential
quantifications over &oCal.ize type, and names ohethodknown within thespecies context. For
instance, gropertytelling that if the speed is non-null, then doors can’t benguecould look like:

all v in Speed, v <> Speed!zero -> ~ doors _open

In the same way asignatures even if no proof is yet given, the name of thmpertycan be used to
express other ones and its statement can be used as an Isypathgroofs.FoCalize late binding
and collection mechanisms ensure that the proofbaertywill be ultimately done.

Theorems theorem ) made of a name, a statement and a proofpaopertiestogether with the
formal proof that their statement holds in the context of shecies The proof accompanying the
statement will be processed BpCalize and ultimately checked with the theorem pro@arg.

Like in any formal development, one severe difficulty befpreving is obviously to state a true

interesting and meaningful statement. For instance, algjirthat a piece of software is “formally

proved” as respecting the safety requiremeytstem _ok “sinceits property is demonstrated” is a
lie if this property was, for instancd, = 1 -> system _ok. This is obviously a non-sense since
the text of the property is trivial and does not ligkstem _ok with the rest of the software (see [10]
for less trivial examples).

We now make concrete these notions on an example we willimengally extend. We want to model

some simple algebraic structures. Let’s start with theriletszon of a “setoid” representing the data structure
of “things” belonging to a set, which can be submitted to anadity test and exhibited (i.e. one can get a
witness of existence of one of these “things”).

speci es Setoid =

signature (=) : Self -> Self -> bool ;
signature element : Self ;
property refl : all x in Self, x

= X
property symm : all xvy in Self, x =
property trans: all xy z in Self, x
| et different (x, y) = basics#not b (x = vy) ;

end ;;

12



In this speciestherepresentatioris not explicitly given (no keywordepresentation ), since we
don’t need to set it to be able to express functions and ptiepesur “setoid” requires. However, we can
refer to it viaSelf and itis in fact a type variable. In the same way, we spec#igaaturefor the equality
(operator=). We introduce the three properties that an equality (edeince relation) must conform to.

We complete the example by the definition of the functibiffierent which use the name (here
basics#not _b stands for the functionot _b, the boolearand coming from theFoCalize source file
basics.fcl ). It is possible right now to prove thdifferent is irreflexive, under the hypothesis that
= is an equivalence relation (i.e. that each implementatfon given further will satisfy these properties).

It is possible to usenethodsonly declared before they get a rad#finitionthanks to thdate-binding
feature provided byroCalize. In the same idea, redefiningnaethodis allowed inFoCalize and, it is
always the last version which is kept as the effectieéinitioninside the species.

1.2 Type of Species, Interfaces and Collections

The type of a speciesis obtained by removing definitions and proofs. Thus, it israllof record type,
made of all the method types of the species. Ifrigresentation is still a type variable saw, then
the speciestype is prefixed with an existential bindérv. This binder will be eliminated as soon as the
representation will be instantiated (defined) and must be eliminated toioltannable code.

Theinterfaceof a species is obtained by abstracting tberesentatiortype in thespecies typand this
abstraction is permanent.

Beware! No special construction is given to denote interfaces indbwcrete syntax, they are simply
denoted by the name of the species underlying timot confuse a species and its interface.

Thespecies typeemain totally implicit in the concrete syntax, being jused as a step to buikpecies
interface It is used during inheritance resolution.

Interfaces can be ordered by inclusion, a point providingrg gimple notion of subtyping. This point
will be further commented.

A species is said to beompleteif all declarations have received definitions and all prtipsrhave
received proofs.

Whencomplete a species can be submitted to an abstraction process epitssentation to create a
collection Thus theinterfaceof the collection is just thinterfaceof the complete species underlying it. A
collection can hence be seen as an abstract data type, @ilieubrough the methods of its interface, but
having the guarantee that all methods/theorems are dgfinosdd.

1.3 Combining Bricks by Inheritance

A FoCalize development is organised as a hierarchy which may have aawats. Usually the upper
levels of the hierarchy are built during the specificatioagst while the lower ones correspond to imple-
mentations. Each node of the hierarchy, i.e. egmciesis a progress to a complete implementation. On
the previous example, forgettirdifferent , we typically presented a kind speciedor “specification”
since it expressed onlignaturesof functions to be later implemented and properties to whiater, give
proofs
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We can now create a nespeciesmay be more complex, binheritance of a previously defined. We
say here “may be more complex” because it can add new opesadiod properties, but it can also only
bring real definitions t@ignaturesandproofsto properties adding no newnethod

Hence, inFoCalize inheritance serves two kinds of evolutions. In the first cdseevolution aims
making aspecieswith more operations but keeping those of its parents (cfieitig some of them). In the
second case, thspecienly tends to be closer to a “run-able” implementation, mg explicit definitions
to methodghat were previously only declared.

Continuing our example, we want to extend our model to regmethings” with a multiplication and a
neutral element for this operation.

speci es Monoid inherits Setoid =
signature ( * ) : Self -> Self -> Self ;
signature one : Self ;
| et element = one * one ;

end ;;

We see here that we added navethodsbut also gave a definition telement , saying it is the ap-
plication of the method to one twice, both of them being onlgeclared Here, we used the inheritance
in both the presented ways: making a more complex entity lojngdnethodsand getting closer to the
implementation by explicitly defininglement .

Multiple inheritance is available iRoCalize. For sake of simplicity, the above example uses simple
inheritance. In case of inheriting raethodfrom several parents, the order of parents in itifeerits
clause serves to determine the chosethod

Thetypeof aspecieduilt using inheritance is defined like for othgpeciesthemethodgypes retained
inside it being those of theethodgpresent in thespeciesfter inheritance is resolved.

A strong constraint in inheritance is that the type of inteelj and/or redefinemhethodsnust not change.
This is required to ensure consistence of HwCalize model, hence of the developed software. More
precisely, if the representation is given by a type expogssbntaining some type variables, then it can be
more defined by instanciation of these variables. In the same two signatures have compatible types
if they have a common unifier, thus, roughly speaking if they @mpatible Ml-like types. For example,
if the representation was not yet defined, thus being stitpa wariable, it can be defined loyt . And if
a speciesS inherits fromS; and .S2 a method calledn, there is no type clash i$,!m and S;!m can be
unified, then the methof!m has the most general unifier of these two types as its own type.

1.4 Combining Bricks by Parametrisation

Until now we are only able to enrictpeciesHowever, we sometimes need to usapaciesnot to take over

its methods but rather to use it as an “ingredient” to build a new streetU=or instance, a pair of setoids
is a new structure, using the previogeciesas the “ingredient” to create the structure of the pair. &uje
the structure of a pair is independent of the structure df eamponent it is made of. A pair can be seen as
parametrisedoy its two components. Following this iddegCalize allows two flavors of parametrisation.

1.4.1 Parametrisation by Collection Parameters

We first introduce theollection parametersThey arecollectionsthat the hosting species may use through
their methoddo define its own ones.
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A collection parameteis given a namé&' and an interfacd. The name”' serves to call thenethodsof
C which figure in/. C can be instantiated by an effective paramétér of interfacel/ E. C'E is a collection
and its interfacd £ must contain/. Moreover, the collection and late-binding mechanismsienthat all
methods appearing ihare indeed implemented (defined for functions, proved foperties) inC'E. Thus,
no runtime error, due to linkage of libraries, can occur amgl@opertiesstated in/ can be safely used as
an hypothesis.

Caling a species method is done via the “bang” notation: !meth  or
Selflmeth  for a methodof the currentspecies(and in this case, even simplemeth, since theFo-
Calize compiler will resolve scoping issues). To cadlllection parametefs method the same notation is
used:Alelement stands for thenethodelement of thecollection parameteA.

To go on with our example, a pair of setoids has two componéetsce aspeciedor pairs of setoids
will have two collection parametersilt is itself a setoid, a fact which is simply recorded via thieeritance

mechanisminherits Setoid gives toSetoid _product all the methods oSetoid
speci es Setoid_product (A is Setoid, B is Setoid) inherits Setoid =
representation = (A * B) ;
let (=) (x, y) =
and_b
(Al( =) (first (x), first (y)),
B!I( =) (scnd (x), scnd (y))) ;
| et create (x, y) in Self = basics#crp (X, y) ;
I et element = Sel fIcreate (Alelement, Blelement) ;
proof of refl = by definition of (=) ;
end ;;

We express theepresentatiorof the product of two setoids as the Cartesian product aghesentation
of the two parameters. 1A * B, * is the FoCalLize type constructor of pairsA denotes indeed the
representation of the firsbllection parameterandB the one of of the secontbllection parameter

Next, we add a definition for of Setoid _product |, relying on the methods of A(Al( = ) )and
B (which are not yet defined). Similarly, we introduce a defamitfor element by building a pair, using
the functioncreate (which calls the predefined functidmasics#crp ) and the methodglement
of respectivelyA and B. And we can prove that of Setoid _product is indeed reflexive, upon the
hypothesis made oA!( = ) andB!( = ) . The part ofFoCalize used to write proofs will be shortly
presented later, in section 1.6.

This way, thespeciesSetoid _product builds itsmethodgelying on those of itgollection parame-
ters Note the two different uses &etoid in ourspeciesSetoid _product , which inherits ofSetoid
and is parametrised t&etoid

Why suchcollection parameterand not simplyspecies paramete?sThere are two reasons. First, ef-
fective parameters must provide definitions/proofs foitlal methods of the required interface: this is the
contract. Thus, effective parameters mustbmpletespecies. Then, we do not want the parametrisation to
introduce dependencies on the parametengtesentatiordefinitions. For example, it is impossible to ex-
press “ ifAlrepresentation isint andBl!representation isbool thenAxBis a list of boolean
values”. This would dramatically restrict possibilities instantiate parameters since assumptions on the
representationpossibly used in the parametrisgokciego write its ownmethodscould preventollections
having the right set ofmethodsbut a different representation to be used as effective peteasy Such a
behaviour would make parametrisation too weak to be usabke choose to always hide thiepresenta-
tion of a collection parameteto the parametrised hostirgpecies Hence the introduction of the notion of
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collection obtained by abstracting the representation from a comglatcies.

1.4.2 Parametrisation by Entity Parameters

Let us imagine we want to make speciesworking on natural numbers modulo a certain value. In the
expressiorb modulo 2 is 1, both5 and2 are natural numbers. To be sure that specieswill consistently
work with the same modulo, this last one must be embeddedeispbcies However, thespeciesitself
doesn't rely on a particular value of the modulo. Hence this® is clearly garameter of the species, but
a parameter in which we are interested byéhie, not only by itsrepresentatiorand the methods acting on
it. We call such parameteentity parameterstheir introduction rests upon the introduction of@llection
parameterand they denote @aluehaving the type of theepresentatiorof this collection parameter

Let us first have apeciegepresenting natural numbers:

speci es IntModel =

signature one : Self ;

signature modulo : Self -> Self -> Self ;
end ;;

Note thatintModel can be later implemented in various ways, using Peano’gente machine inte-
gers, arbitrary-precision arithmetic ...

We now build ourspeciesworking modulo .. .”, embedding the value of this modulo:
speci es Modulo_work (Naturals i s IntModel, n i n Naturals) =
l et jobl (x in Naturals) in.. =
.. Naturals!modulo (x, n) ... ;
l et job2 (x in Naturals, ...) in.. =
...... Naturals!'modulo (x, n) ... ... ;
end ;;

Using theentity parametem, we ensure that thepeciesModulo -work works for any value of the
modulo, but will always use theamevaluen of the modulo everywhere inside tBpecies

1.5 The Final Brick

As briefly introduced in 1.2, apeciemeeds to be fully defined to lead to executable code for itstfons
and checkable proofs for its theorems. Whespaciess fully defined, it can be turned intoeollection
Hence, acollectionrepresents the final stage of the inheritance tree ggexiesand leads to an effective
data representation with executable functions processing

Forinstance, providing that the previoggeciesntModel turned into a fully-defined specidééachineNativeln
through inheritances steps, withmethodfrom _string  allowing to create the natural representation of a
string, we could get a related collection by:

col | ecti on MachineNativelntColl i mpl enent' s MachineNativelnt ;;

Next, to get aollectionimplementing arithmetic modulo 8, we could extract fromgpeciesviodulo _work
the following collection

col | ecti on Modulo_8 work i nplenents Modulo_work
(MachineNativelntColl, MachineNativelntColllfrom_str ing (“87) 1

As seen by this example, a species can be applied to effgnaeneters by giving their values with the
usual syntax of parameter passing.
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As said before, to ensure modularity and abstraction répeesentatiorof a collectionturns hidden.
This means that any software component dealing witblizctionwill only be able to manipulate it through
the operationsrethody its interface provides. This point is especially impottaimce it prevents other
software components from possibly breaking invariantsiired by the internals of theollection

1.6 Properties, Theorems and Proofs

FoCalize aims not only to write programs, it intends to encompass thatlexecutable model (i.e. program)
and properties this model must satisfy. For this reasorecigli’ methodsdeal with logic instead of purely
behavioural aspects of the systetimeoremspropertiesandproofs

Stating aproperty expects that groof that it holds will finally be given. Fortheorems the proof is
directly embedded in théheorem Such proofs must be done by the developer and will finally do& s
to the formal proof assistar@oq who will automatically check that the demonstration of titepertyis
consistent. Writing a proof can be done in several ways.

It can be written in FoCalize’s proof language”, a hierarchical proof language thatedlto give hints
and directions for a proof. This language will be sent to aermmal theorem proveEenon [?, 9] developed
by D. Doligez. This prover is a first order theorem prover dasa the tableau method incorporating
implementation novelties such as shari@gnon will attempt, from these hints to automatically generate
the proof and exhibit £o0q term suitable for verification b og. Basic hints given by the developer to
Zenon are: “prove by definition of anethod (i.e. looking inside its body) and “prove byroperty’ (i.e.
using the logical body of theoremor property’. Surrounding this hints mechanism, the language allows to
build the proof by stating assumptions (that must obviobslylemonstrated next) that can be used to prove
lemmas or parts for the whole property. We show below an elaofsuch demonstration.

t heor em order_inf_is_infimum: all xyi in Self,
lorder_inf(i, x) -> lorder_inf(i, y) ->
lorder_inf(i, linf(x, y))
proof:
<1>1 assunme x in Self, assune y in Self,
assume i in Self, assune H1: lorder_inf(i, x),
assune H2: lorder_inf(i, y),
prove lorder_inf(i, linf(x, y))
<2>1 prove lequal(i, !inf(linf(i, x), y))
by hypot hesis H1, H2
property inf_left_substitution_rule,
equal_symmetric, equal_transitive
definition of order_inf
<2>9 ged
by step <2>1
property inf_is_associative, equal_transitive
definition of order_inf
<1>2 concl ude

The important point is thafenon works for the developerit searches the proof itself the developer
does not have to elaborate it formally “from scratch”.

Like any automatic theorem proveZenon may fail finding a demonstration. In this cas@Calize
allows to write verbatimCoq proofs. In this case, the proof is not anymore automatedthisileaves the
full power of expression o€oq to the developer.

Finally, theassumed keyword is the ultimate proof backdoor, telling that thegdris not given but that
the property must be admitted. Obviously, a really safe ldgweent should not make usage of such “proofs”
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since they bypass the formal verification of software’s nhodewever, such a functionality remains needed
since some of “well-known” properties can never be prove@foomputer. Forinstancéz € IN, z+1 > n
does not hold in a computer with native integers. Howevern mathematical framework, this property
holds and is needed to carry out other proofs. Thus the deselmay prove either that all manipulated
values remain in an interval where this property holds or atiyit this property or may add code to detect
overflow ... On another side, a development may be linked itbrnal code, trusted or not, but for which
properties cannot be proved inside feCalize part since it does not belong to it. Expressing properties
of theFoCalize part may need to express properties on the imported code;ahaot be formally proved,
then must be “assumed”.

1.7 Around the Language

In the previous sections, we presenkxCalize through its programming model and shortly its syntax. We
especially investigated the various entities makirigp€al.ize program. We now address what becomes a
FoCalLize program once compiled. We recall tHedCalize supports the redefinition of functions, which
permits for example to specialise code to a specific reptasen (for example, there exists a generic im-
plementation of integer addition moduhdbut it can be redefined in arithmetics modeld boolean values
are used to represent the two values). It is also a very cavetool to maintain software.

1.7.1 Consistency of the Software

All along the development cycle offeoCalize program, the compiler keeps trace of dependencies between
species their methods the proofs ...to ensure that modifications of one of them will be det@dhose
depending of it.

FoCalize considers two types of dependencies:

e Thedeclkdependency: aethodA decl-depends on methodB, if the declaration of B is required
to stateA.

e Thedef-dependency: methodand more especially,theoren) A def-depends onmethodB, if the
definition of B is required to statel (and more especially, to prove the property stated byttherem
A).

The redefinition of a function may invalidate the proofs ths¢ properties of the body of the redefined
function. All the proofs which truly depend of the definitiame then erased by the compiler and must be
done again in the context updated with the new definition.stha main difficulty is to choose the best level
in the hierarchy to do a proof. In [21], Prevosto and Jaum@g@se acoding styleto minimise the number
of proofs to be redone in the case of a redefinition, by a cekiaid of modularisation of the proofs.

1.7.2 Code Generation

FoCalLize currently compiles programs toward two language€§aml to get an executable piece of soft-
ware, andCoq to have a formal model of the program, with theorems and groof

In OCaml code generation, all the logical aspects are discarde@ $h@y do not lead to executable
code.

Conversely, inCoq, all the methodsare compiled, i.e. “computationathethodsand logicalmethods
with their proofs. This allow€oq to check the entire consistence of the system developEd@aL.ize.
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1.7.3 Tests

FoCalLize incorporates a tool namdecalTes{15] for Integration/Validation testing. It allows to caoht
automatically a property of the specification with an impéstation. It generates automatically test cases,
executes them and produces a test report as an XML documieafproperty under test is used to generate
the test cases, it also serves as an oracle. When a testitserfeeans a counterexample of the property has
been found: the implantation does not match the propertgritalso indicate an error in the specification.

The toolFocalTestautomatically produces the test environment and the driseeconduct the tests. We
benefit from the inheritance mechanism to isolate the tgstarness from the components written by the
programmer.

The testable properties are required to be broken down ipte@ndition and a conclusion, both exe-
cutable.FocalTesiproposes a pure random test cases generation: it genestteages until the precondition
is satisfied, the verdict of the test case is given by exegutie post-condition. It can be an expensive pro-
cess for some kind of preconditions. To overcome this drakjpa constraint based generation is under
development: it allows to produce directly test cases factvthe precondition is satisfied.

1.7.4 Documentation

The tool calledFoCalizeDoc [14] automatically generates documentation, thus the miecation of a
component is always coherent with respect to its implentiemnta

This tool uses its own XML format that contains informatiaming not only from structured comments
(that are parsed and kept in the program’s abstract syné@y emdFoCalize concrete syntax but also
from type inference and dependence analysis. From this Xdfirasentation and thanks to some XSLT
stylesheets, it is possible to generate HTML filesAGgEX files. Although this documentation is not the
complete safety case, it can helpfully contribute to itbetation. In the same way, it is possible to produce
UML models [5] as means to provide a graphical documentdtiofroCalize specifications. The use of
graphical notations appears quite useful when interactitiy end-users, as these tend to be more intuitive
and are easier to grasp than their formal (or textual) copatts. This transformation is based on a formal
schema and captures every aspect of Rb€alize language, so that it has been possible to prove the
soundness of this transformation (semantic preservation)

FoCalize’s architecture is designed to easily plug third-partiealygses that can use the internal struc-
tures elaborated by the compiler from the source code. Tloiws for example, to make dedicated docu-
mentation tools for custom purposes, just exploiting infation stored in th&oCalize program’s abstract
syntax tree, or extra information possibly added by extoz@sses, analyses.
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Chapter 2

Installing and Compiling

2.1 Required software

To be able to develop with tHeoCalize environment, a few third party tools are required. All ofrthean
be freely downloaded from their related website.

e The Objective Caml compiler (version 3.10.2).
Available athttp://caml.inria.fr . This will be used to compile both theCalize system at
installation stage from the tarball and tReCaLize compiler’s output generated by the compilation
of your FoCalLize programs.

e The Coq Proof Assistant (version 8.1pl4).
Available athttp://coq.inria.fr . This will be used to compile both theCalize libraries at
installation stage from the tarball and tReCaLize compiler’s output generated by the compilation
of your FoCalize programs.

2.2 Optional software

The FoCalize compiler can generate dependencies graphs from compiledescode. It generates them
in the format suitable to be processed and displayed bgdttg tools suit of the “Graphwiz” package. If you
plan to examine these graphs, you also need to install tftisa®@ fromhttp://www.graphviz.org/

2.3 Operating systems

FoCalLize was fully developed under Linux using free software. Hearg, Unix-based operating system
should supporFoCalize. The currently tested Unix are: Fedora, Debian, Suse, BSD.

Windows users can ruRoCalize via the Unix-like environmenCygwin providing both users and
developers tools. This software is freely distributed avallable athttp://www.cygwin.com/

From the official Cygwin web site: “Cygwin is a Linux-like environment for Windows. It consists
two parts: A DLL (cygwinl.dll) which acts as a Linux API entida layer providing substantial Linux API
functionality. A collection of tools which provide Linuxoloand feel. The Cygwin DLL currently works with
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all recent, commercially released x86 32 bit and 64 bit varsiof Windows, with the exception of Windows
CE. Cygwin is not a way to run native linux apps on Windows. héte to rebuild your application from

source if you want it to run on Windows.

Cygwin is not a way to magically make native Windows apps ewfirtUNIX ® functionality, like
signals, ptys, etc. Again, you need to build your apps froomcgoif you want to take advantage of Cygwin
functionality”

UnderCygwin, the required packages are the same as those listed in 22l2anks stated ilfCygwin’s
citation above, you need to get the sources packages ofottigase and compile them yourself, following
information provided in these packages.

The installation ofFoCalLize itself is the same for all operating systems and is desciibttk following
section (2.4).

2.4 Installation

FoCalize is currently distributed as a tarball containing the whalerse code of the development environ-
ment. You must first deflate the archive (a directory will beated) by:

tar xvzf focalize-x.x.x.tgz
Next, go in the sources directory:
cd focalize-x.x.x/
You now must configure the build process by:
Jconfigure

The configuration script then asks for directories wherasteil theFoCalize components. You may just
press enter to keep the default installation directories.

latour:"/src/focalize$ ./configure “/pkg
Where to install FoCalize binaries ?
Default is /usr/local/bin.

Just press enter to use default location.

Where to install FoCalLize libraries ?
Default is /usr/local/lib/focalize.
Just press enter to use default location.

After the configuration ends, just build the system:
make all
And finally, get root priviledges to install tHfeoCalize system:

su
make install
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2.5 Compilation process and outputs

We callcompilation unita file containing source code for toplevel-definitions, sg&collections. Visibility
rules, described in section 3.1.12, are defined accordiogrmpilation units status. From a compilation unit,
the compiler issues several files described on the following

2.5.1 Outputs

A FoCalize development contains both “computational code” (i.e. qoelforming operations that lead to
an effect, a result) and logical properties.

When compiled, two outputs are generated:

e The “computational code” is compiled in@Caml source that can then be compiled with ®€aml
compiler to lead to an executable binary. In this pass, Egicoperties are discarded since they do
not lead to executable code.

e Both the “computational code” and the logical properties@mpiled into &o0q model. This model
can then be sent to th@oq proof assistant who will verify the consistency of both tikerhputational
code” and the logical properties (whose proofs must be afslyoprovided) of thd=oCalize devel-
opment. This means that tl&oq code generated is not intended to be used to genera@Caml
source code by automated extraction. As stated above, #etble generation is preferred using
directly the generate@Caml code. In this ideaCoq acts as an assessor of the development instead
of a code generator.

More accuratelyFoCal.ize first generates a pré€oq code, i.e. a file containin@oq syntax plus
“holes” in place of proofs written in thEoCalize Proof Language. This kind of files is suffixed by
“.zv” instead of directly “.v”". When sending this file @enon these “holes” will be filled by effective
Cog code automatically generated Bgnon (if it succeed in finding a proof), hence leading to a pure
Coq code file that can be compiled I8§0q.

In addition, several other outputs can be generated forrdeantation or debug purposes. See the section 7
for details.

2.5.2 Compiling a source

Compiling aFoCal.ize program involves several steps that are automaticallyledrixy thefocalizec com-
mand. Using the command line options, it is possible to thieecbde generations steps as described in 7.

1. FoCalLize source compilation This step takes theoCal.ize source code and generates €aml
and/or “pre-'Coq code. You can disable the code generation for one of thegedaes (see page 7),
or both, in this case, no code is produced and you only gétdaLize object code produced without
anymore else output and the process ends at this point. idigaible one of the target languages, then
you won't get any generated file for it, hence no need to additssrelated compilation process
described below.

Assuming you generate code for b@Caml andCoq you will get two generated filesource.ml
(theOCaml code) andsource.zv  (the “pre-"Coq code).
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2. OCaml code compilation This step takes the generat®@€aml code (it is anOCaml source file)
and compile it. This is done like any regul@Caml compilation, the only difference is that the
search path containing tieoCalize installation path and your own used ex&aCalize source
files directories are automatically passed to@@aml compiler. Hence this steps acts like a manual
invocation:

ocamlc -c -l /usr/local/lib/focalize -1 mylibs
-I myotherlibs source.ml

This produces th©Caml object filesource.cmo . Note that you can also ask to use th€aml
code in native mode, in this case theamlopt version of theOCaml compiler is selected (see
OCaml reference manual for more information) and the object fitesanx files instead ofcmo .
ones.

3. “Pre-" Coq code compilation This step takes the generated file and attempts to produce a real
Cog .v source file by replacing proofs written oCalize Proof Language by some effecti@nq
proofs found by theZenon theorem prover. Note that Zenon fails in finding a proof, a hole will
remain in the finaCoq .v file. Such a hole appears as the tekOCBE.DONEMANUALLY? in place
of the effective proof. In this cas€oq will obviously fail in compiling the file, so the user must do
the proof by hand or modify his origindloCalL.ize source file to get a working proof. This step acts
like a manual invocation:

zvtov -new source.zv

For more about th&enon options, consult sectiop?.

4. Cog code compilation This step takes the generated code and compiles it wit@oq. This is done
like any regulaiCoq compilation. The only difference is that the search pathaamg theFoCalize
installation path and your own used exEaCal.ize source files directories are automatically passed
to theCoq compiler.

coqgc -l /usr/local/lib/focalize -1 mylibs
-I myotherlibs source.v

Once this step is done, you have tBeq object files and you are sure tiabq validated you program
model, properties and proofs. The final “assessor” of thedbain accepted your program.

Once all separate files are compiled, to get an executahte thhe OCaml object files, you must link
them together, providing the same search path than abovharano files corresponding to all the gener-
atedOCaml files from all yourFoCalize .foc files. You also need to add themo files corresponding
to the modules of the standard library you use (currentig, riust be done by the user, next versions will
automate this process).
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ocamlc -1 mylibs -I myotherlibs
install_dir/ml_builtins.cmo install_dir/basics.cmo
install_dir/sets.cmo ...
mylibs/srcl.cmo mylibs/src2.cmo ...
myotherlibs src3.cmo mylibs/src3.cmo ...
sourcel.cmo source2.cmo ...
-0 exec_name
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Chapter 3

The core language

3.1 Lexical conventions

3.1.1 Blanks

The following characters are considered as blanks: spavejne, horizontal tabulation, carriage return,
line feed and form feed. Blanks are ignored, but they sepadjacent identifiers, literals and keywords that
would otherwise be confused as one single identifier, limr&eyword.

3.1.2 Comments

Comments (possibly spanning) on several lines are intexiby the two charactefs, with no intervening
blanks, and terminated by the charactefs with no intervening blanks. Comments are treated as blanks
Comments can occur inside string or character literalsvigea the* character is escaped) and can be
nested. They are discarded during the compilation proéessmple:

(» Discarded comrent. =)
species S =

let m (x in Self) = (* Another discarded comment. )

end ;;
(* Anot her discarded conment at end of file. x)

Comments spanning on a single line start by the two chasacteand end with the end-of-line charac-
ter. Example:

-- Discarded uni-line comment.
species S =
let m (x in Self) = -- Another uni-line comment.

end ;;

3.1.3 Annotations

Annotations are introduced by the three charactess , with no intervening blanks, and terminated by the
two characters ) , with no intervening blanks. Annotations cannot occurdesstring or character literals
and cannot be nested. They must precede the construct thayndat. In particular, aource file cannot
end by an annotation
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Unlike comments, annotations are kept during the compitapirocess and recorded in the compilation
information (“fo ” files). Annotations can be processed later on by exterrms tihat could analyze them
to produce a newroCalize source code accordingly. For instance, BwCalize development environ-
ment provides th&oCalizeDoc automatic production tool that uses annotations to autoait generate
documentation. Several annotations can be put in sequendbd same construct. We call such a se-
guence arannotations block Using embedded tags in annotations allows third-part{sttmeasily find
out anr?otations that are meaningful to them, and safelyr@others. For more information, cons@re.
Example:

(** Annotation for the autonatic docunentation processor.
Docunent ation for species S. *)
species S =

let m (x in Self) =
(#+ {@EST} Annotation for the test generator. x)
(*+* {@WN_TAG_MAI NTAI N} Annotation for maintainers. x)

end ;;

3.1.4 Identifiers

FoCalLize features a rich class of identifiers with sophisticateddalxrules that provide fine distinction
between the kind of notion a given identifier can designate.

3.1.4.1 Introduction

Sorting words to find out which kind of meaning they may hawevery common conceptual categorization
of names that we use when we write or read ordinary Englidis.t&¥e routinely distinguish between:

e a word only made of lowercase characters, that is supposed &m ordinary noun, such as "table”,
"ball”, or a verb as in "is”, or an adjective as in "green”,

e a word starting with an uppercase letter, that is supposée @ name, maybe a family or christian
name, as in "Kennedy” or "David”, or a location hame as in "don”.

We use this distinctive look of words as a useful hint to helparstanding phrases. For instance, we
accept the phrase "my ball is green” as meaningful, wheragsParis is green” is considered a nonsense.
This is simply because "ball” is a regular noun and "Parisé isame. The word "ball” as the right lexical
classification in the phrase, but "Paris” has not. This ie alear that you can replace "ball” by another
ordinary noun and get something meaningful: "my table i€gtethe same nonsense arises as well if you
replace "Paris” by another name: "my Kennedy is green”.

Natural languages are far more complicated than computguéges, butoCalize uses the same kind
of tricks: the “look” of words helps a lot to understand whz tvords are designating and how they can be
used.

3.1.4.2 Conceptual properties of names
FoCalLize distinguishes 4 concepts for each name:

e thefixity assigns the place where an identifier must be written,
e theprecedencelecides the order of operations when identifiers are cordhbgether,

26



e thecategorisationfixes which concept the identifier designates.
e thenatureof a name can either be symbolic or alphanumeric.

Those concepts are compositional, i.e. all these concepttdependent from one another. Put is
another way: for any fixity, precedence, category and natiieee exist identifiers with this exact properties.
We further explain those concepts below.

3.1.4.3 Fixity of identifiers
The fixity of an identifier answers to the question “where tentifier must be written ?”.

e aprefixis writtenbeforeits argument, asin in sin x or — in —y,
e aninfix is written betweerits arguments, a$ in x + y ormod in x mod 3.

e amixfixis writtenamongits arguments, a&f ...then ...else ...inif cthen 1 else 2.

In FoCalLize, as in maths, ordinary identifiers are always prefix and piogerators are always infix.

3.1.4.4 Precedence of identifiers

The precedence rules out where implicit parentheses taloe joh a complex combination of symbols. For
instance, according to the usual mathematical conventions

e 1 + 2 % 3meansl + (2 = 3) hence7, it does not meafl + 2) x 3 which is9,

e 2 x 3% + 5meang2 * (3%)) + 5hencel67, it does not mean(2 x 3)4) + 5whichis1301,
nor2 x (34 + 5)) which is39366.

In FoCalLize, all the binary infix operators have the precedence they imaveths.

3.1.4.5 Categorization of identifiers

The category of an identifier answers to the question “is ithésitifier a possible name for this kind of
concept ?”. In programming languages category are oftért,stneaning that the category exactly states
which concept attaches to the identifier.

For FoCalize these categories are

e lowercasethe identifier starts with a lowercase letter and designatmple entity of the language. It
may name some of the language expressions, a function ndoresteon parameter or bound variable
name, a method name; a type name, or a record field label name.

e uppercase the identifier starts with an uppercase letter and deséggnatmore complex entity in the
language. It may hame a sum type constructor name, a module, @especies or a collection name.

We distinguish identifiers using their first “meaningful”aracter: the first character that is not an un-
derscore.

3.1.4.6 Nature of identifiers
In FoCalLize identifiers are either:

e symbolic the identifier contains characters that are not letteys= , ->, +float  are symbolic
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e alphanumeric the identifier contains letters, digits and underscores.1l, Some Basicobject are
alphanumeric.
3.1.4.7 Regular identifiers

Regular lower case identifiers are used to designate thesafwariables, functions, and labels of records.

Basic identifiers:

digit =:=0...9

lower ==a...z

upper =A...7Z

letter ::= lower | upper

lident = { lower | _}{letter | digit | _}x
wident ::= upper { letter | digit | _}x
ident ::= lident | uident

A regular identifier is a sequence of letters, digits, afithe underscore character), starting with a letter
or an underscore.

The identifier is lowercase if its first letter is lowercase.

The identifier is uppercase if its first letter is uppercase.

Letters contain at least the 52 lowercase and uppercasesldtbm the standard ASCII set. In an
identifier, all characters are meaningful. Exampfes: , bar , 20, ___gee 42.

3.1.4.8 Infix/prefix operators

FoCalize allows infix and prefix operators built from a “starting ogeracharacter” and followed by a
sequence of regular identifiers or operator charactersexample, all the following are legal operatots:
++, ~+zero ,=_modb5.

The position in which to use the operator (i.e. infix or prefsxfietermined by the position of the first
operator character according to the following table:

Prefix Infix
2SI H| - %& | <=>@ 7\

Infix/prefix operators:

prefiz_char =" ~7$ | #

infix_char ==, 4+ — x /% & |:; <=> QA \

prefiz_op = prefixz_char {letter | prefix_char | infiz_char | digit | _}x
infiv_op = infiz_char {letter | prefix_char | infix_char | digit | _}x
op n=infiz_op | prefiz_op

Hence, in the above examples,++ and=_mod.5 will be infix operators and-+zero will be a prefix
one.
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3.1.4.9 Defining an infix operator

The notion of infix/prefix operator does not mean thaCalize defines all these operators: it means that the
programmer may freely define and use them as ordinary prdfikbperators instead of only writing prefix
function names and regular function application. For inmsta if you do not like thé-oCalLize predefined

"~ operator to catenate strings, you can define your own infinrsym for™ , say tt ++, using:

‘Iet(++)(sl,32):sl”52; [

Then you can use thet+ operator in the usual way

‘ l et hw = "Hello" ++ " _world!" ; ‘

As shown in the example, at definition-time, the syntax nexpuithe operator to be embraced by paren-
theses. More precisely, you must enclose the operator batsgacesand parentheses. You must wr{te
+ ) with spaces, not simpl{#) (which leads to a syntax error anyway).

3.1.4.10 Prefix form notation

The notation( op ) is named therefix form notatiorfor operatorop.

Since you can only define prefix identifiersioCalize, you must use the prefix form notation to define
an infix or prefix operator.

When a prefix or infix operator has been defined, it is still fmdsgo use it as a regular identifier using
its prefix form notation. For instance, you can use the prefimfof operator++ to apply it in a prefix
position as a simple regular function (with a strange nanmeitaeldly!):

‘ . ( ++) ("Hello", " _world!") ;

Attention: a common error while defining an operator is to forget thesparound the operator. This
is particularly confusing, if you type theoperator without spaces around the operator: you writestkiedl
entity (*) which is the beginning (or the end) of a comment!

TheFoCalLize notion of symbolic identifiers go largely beyond simple irdigerators. Symbolic iden-

tifiers let you assign sophisticated names to your functémtsoperators. For instance, instead of creating a
function to check if integex is equal to the predecessor of intege®as in

| et is_eq_to_predecessor (X, y) = ... ;
i f is_eq_to_predecessor (5, 7) ... ;

it is possible to directly define

let (=pred ) (X, ¥) = ... ;
if 5 =pred 7 ... ;

Attention : since a comma can start an infix symbol, be careful when usimgmas to add a space
after each comma to prevent confusion. In particular, wh&ngucommas to separate tuple components,
always type a space after each comma. For instance, if yde (#rin) then the lexical analyser finds
only two words: the integet as desired, then the infix operater which is certainly not the intended
meaning. Hence, following usual typography rules, alwayeta space after a comma (unless you have
define a special operator starting by a comma).

Rule of thumb: The prefix version of symbolic identifiers is obtained bylesimg the symbol between
spaces and parens.
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3.1.5 Extended identifiers

Moreover,FoCal.ize has special forms of identifiers to allow using spaces ingide extend the notion of
operator identifiers.

e Delimited alphanumerical identifiers. They start by two charactefs(backquote) and end by two
characters (quote). In addition to usual alpha-numerical charactirs,delimited identifiers can
have spaces. For examplaqual is reflexive” , ‘fermat conjecture”

e Delimited symbolic identifiers. They are delimited by the same delimitor characters andagon
symbolic characters.

The first meaningful character at the beginning of a delichitient/symbol is used to find its associated
token.

3.1.6 Species and collection names

Species, collection names and collection parameters gercgse identifiers.

3.1.7 Integer literals

Integer literals:

binary_digit x=0]1

octal_digit x=0...7

decimal_digit »=0...9

hexadecimal _digit 2=0...9|A...F|a...f

sign n=4 ] =

unsigned_binary_literal = 0{b | B} binary_digit {binary_digit | _}x
unsigned_octal literal = 0{o | O} octal_digit {octal_digit | _}x
unsigned_decimal _literal = decimal_digit{decimal _digit | _}x
unsigned_hexadecimal_literal ::= 0{x | X} hexadecimal_digit { hexadecimal _digit | -}
unsigned_integer_literal = unsigned_-binary_literal

| unsigned_octal_literal

| unsigned_decimal literal

| unsigned_hexadecimal literal
integer_literal == sign? unsigned_integer_literal

An integer literal is a sequence of one or more digits, optigrpreceded by a minus or plus sign and/or
a base prefix. By default, i.e. without a base prefix, integegesin decimal. For instancé, -42 , +36.
FoCalize syntax allows to also specify integers in other bases byegliag the digits by the following
prefixes:

e Binary: base 2. Prefix iSb or OB. Digits are [0-1].
e Octal: base 8. Prefix i®0 or 00. Digits are [0-7].
e Hexadecimal base 16. Prefix i8x or OX. Digits are [0-9] [A-F] [a-f].

Here are various examples of integers in various bafed:Ff ,0B01001, +00347.
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3.1.8 String literals

String literals are sequences of any characters delimiget {@ouble quote) charactergp$o factowith
no intervening'). Escape sequences (meta code to insert characters tfaamaear simply in a string)
available in string literals are summarised in the tablewel

Sequence Character| Comment
\b \008 Backspace.
\t \009 | Tabulation.
\n \010 Line feed.
\r \013 | Carriage return.
\o - Space character.
\” ” Double quote.
\’ ’ Single quote.
\* * Since comments cannot appear inside strings,

to insert one of the sequence “(*”, “*)" {*”,
or “*}”, use this escape sequence combined
with the four following ones.

\( ( See comment above fyr.
\) ) See comment above fyr.
\[ [ See comment above fyr.
\] ] See comment above fyr.
\{ { See comment above faF.
\} } See comment above fQF.
\\ \ Backslash character.

\' ‘ Backquote character.

\- - Minus (dash) character. Like for multi-ling
comments, uni-line comments can't appeatr in
strings. Hence, to insert the sequence “1-”,
use this escape sequence twice.
\[0-9][0-9][0-9] The character whose ASCII code diecimal
is given by the 3 digits following th&. This
sequence is valid for all ASCII codes.
\x[0-9a-fA-F][0-9a-fA-F] The character whose ASCII codehiexadec-
imal is given by the 2 digits following the.
This sequence is valid for all ASCII codes.

3.1.9 Character literals

Characters literals are composed of one character encheteeen two *” (quote) characters. Example:
'a’ ,'?" . Escape sequences (meta code to insert characters theppaar simply in a character lit-
eral) must also be enclosed by quotes. Available escap@&segs are summarised in the table above (see
section 3.1.8).

3.1.10 Floating-point number literals
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Float literals:

decimal_literal == sign? unsigned_decimal_literal
hexadecimal _literal = sign? unsigned_hexadecimal _literal
scienti fic_notation =e|E

unsigned_decimal_float literal = unsigned_decimal _literal

{. unsigned_decimal_literal*}?

{scientific_notation decimal_literal}?
unsigned_hexadecimal_float_literal ::= unsigned_hexadecimal_literal

{. unsigned_hexadecimal _literalx}?

{scienti fic_notation hexadecimal_literal}?

unsigned_float_literal == unsigned_decimal_float_literal
| unsigned_hexadecimal_float_literal
float_literal == sign? unsigned_float_literal

Floating-point numbers literals are made of an optionah gig’ or ’-") followed by a non-empty se-
guence of digits followed by a dot (') followed by a possibémpty sequence of digits and finally an
optional scientific notation ('e’ or 'E’ followed an optiohsign then by a non-empty sequence of digie-
Calize allows floats to be written in decimal or in hexadecimal. le finst case, digits are [0-9]. Example:
0.,-0.1 ,1.e-10 ,+5E7. Inthe second case, they are [0-9 a-f A-F] and the number bmuptefixed by
“Ox” or “0X”. Example OxF2.E4 ,0X4.3A , Ox5a.a3eef ,Ox5a.a3e-ef

3.1.11 Proof step bullets

Proof step bullets:
proof_step_bullet ::= <{0...9} + > {letter | digit}+

A proof step bullet is a non-negative non-signed integerdit(i.e. a non empty sequence of [0-9] char-
acters) delimited by the charactersand>, followed by a non-empty sequence of alphanumeric chasacte
(i.e. [A-Z a-z 0-9)]). The first part of the bullet (i.e. the égfer literal) stands for the depth of the bullet and
the second part stands for its name. Example:

<1>1 assune ...

prove ...
<2>1 prove .. hy ..
<2>9 ged by step <2>1 property ..
<1>2 concl ude

3.1.12 Name qualification

Name qualification is done according to the compilation status.

As precisely described in sectioR3), toplevel-definitions include species, collections,eygefinitions
(and their constitutive elements like constructors, réd@lds), toplevel-theorems and toplevel-functions.
Any toplevel-definition (thus outside species and coltatd) is visible all along the compilation unit after its
apparition. If a toplevel-definition is required by anothempilation unit, you can reference it Qualifying
its name, i.e. making explicit the compilation unit's naneédse the definition’s name using the '# character
as delimiter. Examples:
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e basicst#string stands for the type definition string  coming from the source file “basics.fcl”.

e basics#Basic _object stands for the specieBasic _object defined in the source file “ba-
sics.fcl”.

e db#My_db_coll!create stands for the methockeate of a collectionMy.db_coll hosted in
the source file “db.fcl”.

The qualification can be omitted by using tbeen directive that loads the interface of the argument
compilation unit and make it directly visible in the scopetwd current compilation unit. For instance:

speci es S inherits basics#Basic_object = ... end ;;

can be transformed with no explicit qualification into:

open "basics";;
speci es S inherits Basic_object = ... end ;;

After anopen directive, the definitions of loaded (object files of) comftibn units are added in head

of the current scope and mask existing definitions weariegsime names. For example, in the following
program:

(*» Redefine ny basic object, containing nothing. *)

speci es Basic_object = end ;;
open "basics";;
speci es S inherits Basic_object = ... end ;;

the speciess inherits from the lasBasic _object in the scope, that is the one loaded by teen
directive and not from the one defined at the beginning of tbgnam. It is still possible to recover the first
definition by using the “empty” qualificatiofiBasic _object in the definition ofS:

(* Redefine ny basic object, containing nothing. x)

speci es Basic_object = end ;;
open "basics";;
speci es S inherits #Basic_object = ... end ;;

The qualification starting by a '# character without comagiibn unit name before stands for “the defi-
nition at toplevel of the current compilation unit”.

3.1.13 Reserved keywords

The identifiers below are reserved keywords that cannot hpoged otherwise:

alias all and as assume assumed
begin by

caml collection conclude coq cog_require
definition

else end ex external

false function

hypothesis

if in inherits internal implements is
let lexicographic local logical
match measure

not notation
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of on open or order

proof prop property prove

ged

rec representation

Self signature species step structural
termination then theorem true type
use

with

3.2 Language constructs and syntax

3.2.1 Types

Before dealing with expressions and in general, constthetisallow to compute, let us first examine data-
type definitions since, to emit its result, an algorithm mushipulate data that are more or less specific to
the algorithm. Hence we must know about type definitions findedata that have a convenient shape and
carry the necessary information to model the problem at hand

Type definitions allow to build new types or more complex tyfry combining previously existing
types. They always appear as toplevel-definitions, in otfeds, outside species and collections. Hence a
type definition is visible in the whole compilation unit (aatbo in other units by using thepen directive
or by qualifying the type name as described in section 3)1.12
3.2.1.1 Type constructors

A type constructor is, roughly speaking, a type name.
FoCalize provides the basic built-in types (constructors):

e int for signed machine integers,

e bool for boolean valuestiue andfalse that are hardwired in the syntax drue andFalse
that are defined in “basics.fcl”),

e float for floating point numbers,

e unit for the trivial type whose only value {3
e char for characters literals,

e string for strings literals.

New type constructors are introduced type definitions. Types constructors can be parametrised by
type expressionseparated by commas and between parentheses.

3.2.1.2 Type expressions

Type definitions requirtype expressiondo build more complex data-types.
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Type expressions:

T 2= lowercase ident Type constructor
| uppercase ident Species representation
| "lowercase ident Type variable
| uppercase ident (7 {,7} +) Parameterised type constructor
|7 — 7T Functional type
| (rx7{x7}+) Tuple type
| Self Current species representation
| (1) Parenthesised type expression

A type expression can be a type constructor.

A type expression can denote the representation of a spacesollection by using their name, thus
a capitalized name. The special caseSeff denotes the representation of the current species. Hence,
obviouslySelf is only bound in the scope of a species.

Type expressions representing function types are writt@rgithe arrow notation% ) in which the type
of the argument of the function is the left type expressiod imreturn type is the right one. As usual in
functional languages, a function with several (sayarguments is considered as a function viitargument
returning a function withm — 1 arguments. Hencent -> int -> bool is the type of a function
taking 2 integers and returning a boolean.

FoCalize provides native tuples (generalisation of pairs). The tgpa tuple is the type of each
of its components separated by a * character and surroundedrentheses. Hencént * bool *
string) is the type of triplets whose first component is an integerpse component is a boolean and
third component is a string.

Finally, type expressions can be written between pareethe#thout changing their semantics.

3.2.1.3 Type definitions

A type definition introduces a new type constructor (the name of the typeiwiecomes available to build
new type expressions. Hence, defining a type is the way toaghame to a new type structuriéoCal.ize
proposes 3 kinds of type definitions: aliases, sum typesecatd types.

Aliases

Aliases provide a way to create type abbreviations. It iswaoidy to manipulate larggpe expressions
like for instance, a tuple of 5 componen{gt * int * int * int = int) . Moreover, several
kind of information can be represented by such a tuple. Rtairte, X, y, z 3D-coordinates and temperature
and pressure. For another example, year, month, day, hourgtes. In these two cases, the manipulated
type expression is the same and the two uses cannot be eiffeitgrttiated. Type aliases allows to give a
name to a (complex) type expression, for sake of readalbititp shorten the code. Example:

type experiment_conditions = alias (int = int = int * int * int) ;;
type date = alias (int * int = int * int =« int) ;;
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Alias type definitions:
alias_type_def ::= type ident = alias 7

In the remaining of the development, the type namgseriment _conditions  anddate will be
known to be tuples of 5 integers and will be compatible witi ather type being also a tuple of 5 integers.
This especially means thattgpe alias does not create a really “new” type, it only givesname to a
type expression and this name is type-compatible with aoyreence of the type expression it is bound to
Obviously, it is possible to use aliases with and in any tygaression or type definition.

Sum types

Sum types provide the way to create nemuesthat belong to the santgpe. Like 1 or 42 arevalues
of typeint , one may want to haveed, Blue andGreen as theonly values of a new type callezblor
Theonly means that the created typelor is inhabited only by these 3 values. To define such a type, we
itemize its value names (that are always capitalized itierg) by preceeding them by & ‘tharacter :

type color =
| Red
| Blue
| Green

Note that the first " character is required: it is not a separator. This esplgaiatans that when writing
a sum type definition on a single line, the firgt fhust be written:

type color = | Red | Blue | Green ;;

Values of a sum type are built from thealue constructors i.e. from the names enumerated in the
definition (that must not be confused with tiype constructor which is the name of the type. For, instance,
Red is avalue of the type constructocolor

Value constructors of sum types cang@mametrised by a type expression, corresponding values being
obtained by applying the value constructor to a value of #i@meter type. For instance, let's define the
type of playing cards as king, queen, jack and simply nuntbeagds:

type card =
| King
| Queen
| Jack
| Numbered (int)

Hence, theNumbered constructor “carries” the integer value written on the c&dme values of type
card are:King , (Numbered 4) , (Numbered 42) . _

Any type expression, even recursive, can be used as a paraphetlue contructors. For instance, the
type of lists of boolearx integer pairs could be defined like:

type b_i list =
| Empty
| Cons ((bool * int)  * b_i_list)

From this type definition, a value of tygei _list is either empty (construct@mpty ) or has a head
(the first component of th€ons constructor) and a trailing list (the second component if tlonstruc-
tor): Cons ((false, 2), (Cons ((true, 1), Empty))) . The length of this list is 2 and its
elements ar¢false, 2) followed by (true, 1)
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Sum types definitions:

opt_params =€ | ('ident{/ident} )

opt_args s=e| ({7} %)

constructor = | uident opt_args

sum_type_def ::= type ident opt_params = constructor—+
Record types

Record types provide a way to aggregate data of various ,tygais like tuples, but naming the compo-
nents of the group, instead of differentiating them by tipeisition like in tuples. A record is a sequence of
names and types between braces. For example:

type experiment_conditions = {

X . int ;
y @ int;
z . int ;

temperature : int ;
pressure : int

b

type identity = {
name : string ;
birth : int ;

living : bool

b

Record types definitions:
field w=ddent : T ;
opt_params i= €| (ident{,ident} * )
record_type_def ::= type ident opt_params = { field + }

To create avalue of a record type, a value of the related type must be provideadch field of the
record.

{ name = "Benjamin" ; birth = 2003 ; living = true }

Like in tuples, records can mix types of fields.

Parameterised type definitions

It is possible,at topleve] to parametrise a type definition, i.e. to create a type with type variable
that can be instantiated by any type expression. A type blaria written as an identifier preceded by a
(quote) character.

For instance, the type definition of generic (polymorphislslmay be defined by:

type list (a) =
| Empty
| Cons (a =« list (&)

The value constructo€ons carries a value of type “unknown” (of type “variable”) ancettail of the
list, i.e. a value of typdist  with its parameter instantiated by the same type variablais &xplicitly
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says that all the elements of such a list have the same tygendiv possible to use tHiest  type in type
expressionduy providing a typeexpressionas argument of thiype constructor list . For instanceljst
(int) isthe type of lists containing integetist (list (char)) is the type of lists containing lists

of characters. _ _ _
Parametrised record types can also be introduced, as inltbeiihg example:

type pair (a, 'b) = {
first : 'a ;
second : 'b

b

type int_bool_pair = pair (int, bool) ;;

3.2.2 Type-checking

The type-checking process is roughly similar to ML typeaitieg. Polymorphic types are allowed at top-
level. However, methods are not allowed to be polymorphibis Theans that their types cannot contain
variables. But they may contain collection parametersatsdtn section 4.2.1.

A type t; is aninstanciation of a typet, if ¢; is obtained by replacing some type variables-oby a
“more defined type expression”.

For example/a — int — bool is aninstanciation ot — int —' ¢ since we replaced the variable
'c by the typebool .

Two typest; andt, are saidcompatible if they have acommoninstanciation. For the intuition, this
means that replacing variablestinand replacing variables i3 leads to a same type.
For example, we consider the two following types:

e t;j="a— int ="' b—'¢
e ty =bool —'d—='d—"e

In ¢; we replace:’a by bool , and we leave the others variables unchanged. We get theypew t
t) =bool — int —'b—'c.

In t5, we replacéd by int ,’e by’c. We get the new typ&, = bool — int —'b—'c.

The typet} is an instanciation of;. The typet}, is an instanciation of. The two typeg) andt} are
structurally the same. Hene¢e andt, arecompatible.

As it can be seen, an instanciation does not need to chanthe &jipe variables. Only part (or none) of
them may be sulfficient.

For the sake of intuitive view, compatibility is a generatisn of the notion of types being “equal”. The
most trivial instanciation appears when the two types ddawe any type variables. Hence in this case, for
them to be compatible is to be structurally equal. We find is tlase, the common view of “being a good
type” when for instance providing an argument to a functioooading to the type of the expected argument
in the function’s prototype.

3.2.3 Representations

As further explained (see section 4.1.2) the representasi@ method of a species that describes the in-
ternal data structure that the species manages. Hences kil oftype definition, more accurately an
alias type definition. This means that a representation does not introduce a rpay ityonly “assigns”
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to the representationtgipe expressiondefining the type of the manipulated entities of the spediéste-
over, like for any other methods (c.f. section 4.1i®g representation must not be a polymorphic type
Thus its definition cannot contain type variables (but maytaion collection parameter names). Defining a
species’representation is simply done by adding épeesentation method:

open "basics" ;;

speci es IntPair =
representation = (int = int) ;
end ;;

Recall that the type introduced by the methagresentation is denoted bySelf within the
species.

Representation:
representation ::= representation = 7

3.2.4 Expressions

Expressions are constructs of the language that are esdlinib avalue of a certaintype. Hence values and
types are not at the same level. Types serve to classify valte categories. Although proofs may contain
expressions, we describe them in the 5. Indeed proofs arexpoéssions, they do not leadkoCalize
values thus live at another level.

Expressions:
exp ::= integer_literal
| string_literal
| character_literal
| float_literal

| true | false Boolean constant
| {ident?4# } Tuident sum type value constructor
or species/collection identifier
| Self?luident Method of the current species
| {ident?4# }?{uident!}?lident Method from specified species/collection
| {ident?# }?{uident!}?(operator) Infix or prefix operator used in functional position
| let rec? let_binding {and let_binding}+ Let bound definition
inexp
| if exp then exp else exp Conditional
| match exp with match_binding+ Pattern matching
| exp (exp{ exp } *) Function application
| unary_operator exp Application of unary operator
| exp binary_operator exp Application of binary operator
| { record_field-value Record value
{; record_fieldvalue } + }
| { exp with record_field_value Record value clone
{; record_fieldvalue } + }
| expr {ident#}?lident Record field access
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| (exp) Parenthesised expression

Record field value:
record-_field_value ::= {ident?# }?lident = exp

Let bindings:
let_binding ::= lident {in type_expression}? = exp Definition without parameter
| lident (lident {in type_expression}? Definition with parameter(s)
{, lident {in type_expression}?} x
{in type_expression}? = exp

Match bindings:
match_binding = | pattern —> exp

Patterns:
pattern = integer_literal
| string_literal
| character_literal
| float_literal

| true | false Boolean constant

| lident Variable

| {ident?4# } Tuident 0-ary sum type value constructor
| {ident?# }Tuident ( pattern {, pattern} x) N-ary sum type constructor

| - “Catch-all” pattern

| {record_field_pattern {; record_field_pattern} « } ~Record

| (pattern {, pattern} + ) Tuple

| (pattern) Parenthesised pattern

Record field pattern:
record-field_pattern ::= {ident?# }?lident = lident

3.2.4.1 Literal expressions

The literal expressions of type integer, string, charadleat and boolean) are evaluated into the constant
represented by the literal. The expresstdndenotes the value 25 of tyjet .

3.2.4.2 Sum type value constructor expressions

We presented in section 3.2.1.3 the way to define sum typessawehatvalues of such atype are built
using itsvalue constructors.
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Hence, forvalue constructors with no argument, the constructor itself isygression that gets evaluated

in a value wearing the same name.

For value constructors with parameters, a value is created by evwaduan expression applying the
constructor to as many expressions as the constructatys @tviously, sub-expressions used as arguments
of the constructor must we well-typed according to the tyjde@constructor. The resulting value is denoted
by the name of the constructor followed by the tuple of valgieen as arguments. For instance, with the
following type definition:

type t =
| A
| B (int * bool)

the expressioi\ is evaluated intA, the expressioB ((2 + 3), true) is evaluated into the value
B(5, true).

3.2.4.3 ldentifier expressions

An identifier expression is either a basic identifier, anectéal identifier or a qualified identifier (see section
3.1.12), which denotes the value of this identifier in thepgcof the expression. The identifier is said to be
bound to this value.

The value bound to an identifier can be of any type. A valuertgagifunctional type, that isfanctional
value also called alosure is created by a function definition. Such a value, obtainethb evaluation of
the body of the function, is slightly different from otheramsince it embeds both the code of the function
(i.e. a kind of evaluation of its body expression) and itsiemment (i.e. bindings between identifiers
occuring in the body of the function and their value in the migéin scope). This closure will be kept
untouched until it appears in a functional application esgion as described further in 3.2.4.8.

There are several possibilities to bind an identifier. Da&éins introduce a basic or extended identifier
andbinds it to the value of the expression stated in the definition. rétae three ways to introduce and
directly bind an identifier:

e Byalet-in construct,
e By atoplevel-definitionlet ortheorem ),
e by a method definitionlét ),

Each of these three cases will be described in their relatetibs.
There are two ways to introduce basic identifiers as paramete

e in a function definition
e by a pattern inside match-with  construct

Then the binding of the parameter is differed until the aggilon of the function or the pattern-matching
mechanism. Each of these two cases will be described inrilated section.

Suppose that an expressienp contains several occurrences of an identifistvar . Assume that, in
the scope okxp, my.var is bound to avalue v, then each occurrence afy.var in exp is substituted
by v during the evaluation ofzp. This is basically the principle of the so-calledgeror call by-value
evaluation regime.
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Identifier resolution Remember that identifiers forms differ depending on theatitt class of entity they
refer to, capitalized identifiers being used for speciesaigctions. To evaluate an identifier expression,
theFoCalize compiler tries to find its definition from the current scopguntext. It searches for the closest
definition with this name, starting by the parameters prieiseine current definition (i.e. formal parameters
in a function and in anatch-with  construction andket-in ~ bound identifiers). If no identifier definition
with this name is found, the search goes on among the metliglds current species. If a method is found
with this name, it will be retained, otherwise the identifielooked in the preceding toplevel-definitions
of the current compilation unit.  If no suitable definitionf@mund, then the ones imported by tbpen
directives are examined to find one with the searched nanmallyif no definition is found, the identifier
is reported unbound by an error message.

Note that anopen directive may arise anywhere at toplevel in the source catlence, the order of
search between the current file's toplevel-definitions &redrmported ones bgpen is not really separated:
the name resolver looks for the most recent definition camsid that the toplevel-definitions and the im-
ported ones are ordered according to the apparition of feetefe definitions in the file themselves and the
imported ones. In other words, if a toplevel-definition &xifor an entityfoo , if later anopen directive
imports anothefoo , then this last one will be the retained one.

Identifier qualification

Identifiers can manually be disambiguated in term of cortipitaunit location using the sharp (#) nota-
tion as explained in section 3.1.12.

As further presented in section 4.2.1, species methodsfides are made explicit using the “I" notation.
The notationSpe!meth stands for “the methotheth of the specie$Spe”. By extension,!meth stands

for the methodmeth of the current species. It is possible to expliilf in the naming scheme using
Selflmeth . This is useful when a more recently defined identifier hidesethod of the species at hand:

species S =
let m (x in ..)
let n(y in ..

ey

let m=.. 1in

(» want to call the *nethod* "ni with argument "ni' !l =)
Im (n) ;

end ;;

Hence, the name resolution mechanism allows to omit theudtniiaking it explicit can help for conflicts
resolution. Moreover, when invoking species parametemsthods, the name resolution never searches
among methods of collection parameters, hence the exfilicibtation is required.

As the grammar shows, hame qualification by compilation amit hosting species can be freely mixed.
We can build identifiers likemy_file#My _species!my _method to refer to the methodny.method
hosted in the speciddy species located in thd-0Cal.ize source file “myfile.fcl”. These disambiguation
methods are indeed orthogonal.

Extended identifier expressions

Finally, infix/postfix operators can be used as regular iflerg. Usually, an operator is syntactically
used according to it prefix or infix nature. For instance, tinatly + operator is used between its arguments
as inx + 4, the unary operator is used before its argument as+n x. FoCalize allows to refer to
those operators as regular identifiers (for instance agitmparameters). This allows to use operators as
any other identifiers, and

e using them as regular function (i.e. in functional positjon
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e bind them as arguments of functions,

e use them as regular identifiers in expressions, for exanoptass them as arguments of other func-
tions.

To get an identifier from an operator, its symbol (c.f. 3.1rk)st be delimited by spaces and enclosed into

matching parentheses. For examgilet ) is the regular identifier corresponding to the infix symiol

Note that spaces around the operator symbol are mandatdpeanof the syntax. If spaces are omitted,
the parens get their usual meaning and the interpretatioteaompletely different. A specially puzzling
error is to write( *) to mean( * ):

rét (*) (x, y) = ...

Now, (* is evidently parsed as the beginning of comment, leadingsimgax error or any other cryptic
error long after the faulty * occurrence. Conversedy) is always considered as an end of comment by the
lexical analyzer.

3.2.4.4 let-in  expression

let-in  expression binds an identifier to a value to evaluate argpigixpression (theifi-part " of the
“let-in " or “body”) where this ident may appear. During the evaloatof the trailing expression, any
occurrence of the bound identifier is “replaced” by the vddoand to this identifier. For instance:

let x =5 in (x, X)

bindsx to the evaluation of thexpression(3+2) (i.e. the integeralue 5) and then, the evaluation of
the trailing expression returns the tuplalue (5,5). From the syntax, it is clear th&t-in  constructs
can be nested. For instance,

let x = 3+2 in

let y =(x, x) in
let z = true in
v z vy 2

returns the valu€(s, 5), true, (5, 5), true) oftype((int  x int) * bool * (int = int)
* bool) .

Note that the notion of “binding an identifier to a value” issestially different from the notion of
assignment in imperative languages. In such languagesljklava, Pascal,...) a variable is fitetlared
then a value isassignedo the variable. It is thus possible to assign a variable ra¢tenes to different
values. For example in C:

{
int i ;
i =10 ;
while (i > 0) i = i-- ;

}

The variable is declared, then assigned the initial vale then thewhile loop makes it decreasing

by successive assignments.

Inalet-in  binding construct, an identifier is given a value once andalfioiit is impossible to change
its value, once it has been bound. Each new definition, bindimalready bound identifier will just hide the
old definition. For instance:
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let x =5 in
let y = (X, X in
let x = true in
let z=(x, x) in
V. X ¥, %)

leads to the valué(s, 5), true, (5, 5), true) oftype((int  * int) * bool = (int * int)
* bool) . Clearly the first value bound to holds untilx is bound again5 is used to defing but not to
definez, since the value of is then the booleatrue.

Thelet-in  construct serves to bind an identifier to a value of any typeagonsequence, it can also
bind an identifier to a functional value. This lead to the ratway to defindunctions. For instance:

let f(x,y) =x+y in

f (6, 7)

Thelet construct bind$ to a function which has 2 parametersindy, and the body of is the addition
of these 2 parameters. Then the body ofléteén  construct applie$ to 2 effective arguments and7
(we obviously expect the result of thégoplicationto be 13). (Function application is explained below in
?2?).

It is possible to provide a type constraint to precise the tyfthe return value of a function, or the type
of thelet -bound variable or parameters:

let f (x
f (@, 7

cint, y) = x +y in

let f (x: in

f (6, 7)

int, y) inint =x +y

let ainint =3 in

(a, a)

It is possible to define several identifiers at the same tinparsg¢ing each definition by the keyword

and

let f =exp_1

and g = exp_2

and h = exp_3 in exp;

All the definitions are separately evaluated “in paralleXs a consequence, the identifiers introduced
by alet ... and cannot be used in the right members of this constructionh@ekp _i ). Do not
confuse this construct with nestéd-in ~ as the followig one, wherexp _2 can contairf andexp _3 can
containf andg.

let f=exp_1l in
g =exp_2 in

h = exp_3 in exp

Mutually recursive functions need to know each other beedhsir bodies call these other functions
and their definition require a non-nested evaluation of éattion. In this case, the keywolet must be
followed by the keywordec .

let rec even (x) =
if x=0 then true else odd (x - 1)
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and odd (y) =
if y=0 then false else even (y - 1) in

Warning: in the current version ofoCalize mutually recursive functions cannot be compiled into
Coq code. OnlyOCaml code generation is available. Moreover, @oq, recursive functions imply ter-
mination proofs. This last point will be covered in the seat6 especially dedicated to recursive (non-
mutually) function definitions.

3.2.4.5 logical let

As seen above, thket-in construct is used to bind computational expressions. labgigpressions
described further in 3.2.7 are first order logic formulae. Wéld sometimes like to have parametrised
logical expressions, i.e. a kind of functions returning gidal proposition.

Suppose we want, for a certain valuexofndy, to use the factt < y andz + y < 10" (which holds
or not) to build more complex logical expressions.

A first attempt is to use the logical expression< y/ \ = + y < 10 wherez andy are considered as
fresh (free) variables. But there is no way in the languageroperties to instantiate andy by different
integer values in order to obtain a proposition (regardidsts truth value).

Another attempt is to introduce a property bound to the psitjom vV, y : int,z < y/\x+y < 10. It
does not fit because there is no provided way to substitatedy by integer values: there is no syntactical
construction for elimination of a universal (nor existafjtiquantifier in the language of properties (note that

elimination can be done during a proof).

To allow functional bindings in logical expressioReCalize provide thelogical let construct. It
serves to introduce a parameterised logical expressioichwhn be applied to effective arguments to obtain
a logical proposition. Our example would be expressed by:

use "basics" ;;
open "basics" ;;

species S =
iuogicalletf(x: inint,y inint) =x<yANAx+y<10;
en.ci. )
Sincelogical let binds an identifier to a logical expression, the body of thiind®n must ob-

viously be of type bool . Once definedf can be used as a regular function, but only in properties and
theorems statements. For instance:

use "basics" ;;
open "basics" ;;

species S =

let m (x in Self) = ... ;
logical let f(x: inint,y inint)=x<yAXx+y<10;

property p : all ain Self, all b, c inint f(c, b)=>f (m (a), b) :
end ;

See other examples in the standard library where this agiiin is used to define associativity, com-
mutativity, ...
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3.2.4.6 Conditional expression

A conditional expression has the form:

if exp,then exp, else exps

Its evaluation starts by the evaluation of they; expression which must be of type boolean. If its value
is true then the result value of the whole expression is the value:pf, otherwise (i.e. if its value igalse)
the value ofexps. This obviously implies thatxp, andexps must have the same type. This construct is
then a binary conditional expression (i.e. with 2 branches)

let f(x) = if xthen 1 else O in .. (

The functionf will return 1 if the effective argument provided faris true, otherwise it will returr0.

| et is_too_small (x) = ... in
let y =.. in
| et y_corrected = i f is_to_small (y) then 0 elsey in ..

In this example, we assume we have a functiontoo _small checking if a value is “too small” and
an identifiery bound to a certain value. The result of the conditional esgion bound ty _corrected
will be either0 if the condition is met oy otherwise.

3.2.4.7 Match expression

The match-with  construct is a generalised conditional construct withguatmatching. By “gener-
alised”, we mean that unlike th&then-else which has only 2 branches, the present expression can
have several branches. The notion of condition here is nginare a boolean value. Instead, the con-
struct allows to discriminate on the different values anregpion is evaluated into. The basic structure of
amatch-with  consists in a discriminating expression followed by an eexation of cases (callggiat-
terns). The dicriminating expression is evaluated and its vaduaatched against the patterns, following the
textual ordering of these patterns, until a match succeEusn the expression associated with the matchng
pattern is evaluated to obtain the value of the whole exfmessatch-with

0 -> "zero"
5 -> "five"
1 -> "one"
10 -> "ten"

match a + 5 with
|
|
|
|
| -> "other" in

The discriminating expression in this casaist 5 of typeint . We can then react to each (or some of
the) values of this expression. Whan+ 5 is equal ta) the result of the wholenatch-with  expression
(bound to the identifiek) is the string “zero”. Whera + 5 is equal tol, the result is the string “one”,
and so on. The final patterrstands for “anything that was not in the previous casesb(eddled “catch-all
pattern”). Hence, the order of the patterns is importarthdfcasé _ -> was put before the casel ->,
then this last case would never be reached since plagtern would have caught the discriminated value.

As a consequence of the structure of this construct, typst@nts must be respected in order to have
the whole expression well-typed:

e The type of the discriminating expression must be compatibth the type of the patterns.

e thus all the patterns must have compatible types.
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e The types of all the result expressions in the rightmostspafrthe cases must be compatible.

In the example above, the patterns were constants. A valtehesa constant pattern if and only if it
is equal to this constant. In addition to this multi-brarekenditional feature, thmatch-with  construct
provides trugpattern matching. That is, patterns may be built from constants, value caosirs, variables
and the catch-all symbal Any value matches any variable pattern and tipattern. For general patterns
built from value constructors, variables, constantepughly speaking, a value matches a pattern if this
pattern can be seen as a prefix of this value. Then, the vesialblthe pattern get bound to the parts of the
discriminating expression that are “at the same place” thase variables. For example:

let e = ... in

let x =
match e with
| (O, 0) > 1
[ O % y)->x+y
| (1, X) -> X
| (%, Z) > X +y+z

< PXxXo

According the the type-checking mechanism, the examinpdesgione must have here typgnt
int * int) . The first pattern will be chosenéfis equal to the tupl€0, 0,0). We say here “equal” since
there is no variable in the pattern, hence the only way to difiittern is to simply be equal. If this pattern
is not fitted, the we examine the second pattern. It will besehafe has a0 as first component and any
integer for the second and the third ones. In this case, Hudtrealue will be the evaluation of the expression
X + y where x will be bound to the effective second component ofvliee ofe andy will be bound to
its third component. We can notice that no “catch-all pattés needed since the enumerated patterns cover
all the possible values of tuples with 3 components (lookatast pattern that do not put any constraint on

the tuple components, hence will match all the remaining€gas
The previous example used tuples as matched expressionattiedng, but patterns also contain sum

type value constructors, hence allowing to “match” on anm $gpe structure. For example:

type t =
| A
| B (int)
| C (int =« int)

This example shows different cases following the structiditbe typet . Note the use of the “catch-all”
pattern inside patterns. In fact, the “catch-all” pattectsdike a variable unused in the rightmost part of the
case. Itis however preferable to usé instead of a variable sinc®@Caml generates warning for unused
variables and the generat&@Caml code generated ByoCalize will not change unused variables intds.

Patterns also allow to match record values (c.f. 3.2.4i¥)to match on values of the fields:

| type t = { name : string ; birth : int } ;; (
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let r = .. in
let x =
match r with
| { name = "Alexandre" } -> ...
| { name = n ; birth = 2003 } -> ..
| { name = n } > ..

In such a pattern, fields not specified are considered adt@difcpatterns. Hence, the last case catches
all the record values not caught before since the filshe's value is bound to a variable (so, any value can
match it) and the fieldhirth  is absent (so, consideredlaisth = ).

3.2.4.8 Application expression

We previously saw that thet-in ~ construct allows to define functions by binding an identifea func-
tional value. Using a function by providing it with effeativarguments to get its result value is called
application. Hence, in an application there are 2 distinct parts: thdicgijve part that must be an ex-
pression leading to a functional value and the effectiveiments that are expressions whose values will
be provided to the function to make its computation. The ayifior application is simply the juxtaposi-
tion of the applicative expression and the comma-sepamtptessions used as arguments embraced by
parentheses:

let f (x) = .. in
let g (x,y) = ... T(y) .. in
g (f (3 4

As described in 3.2.4.3, the evaluation of an applicatioa fafnction to its effective arguments start by
the evaluation of these arguments (the order of the evaluafiseveral arguments is left unspecified). Then
these effective values are substituted to the correspgrfinameters inside the body of the function and
the so-obtained expression (the substituted body) is atedu For instance, having the following function
and application:

let g (x, y) = (v. X) in
g (true, 1)

The evaluation of thi¢et-in  expression first binds the identifigrto afunctional value also called
closure Then the application expressian (true, 1) is evaluated. So the values gfand of the
expressiontrue,1) are elaborated: the evaluation @freturns a closuretrue is evaluated into the
booleanvalue true, 1 into the integewvalue 1. The next step is to evaluate the body of tHesure of
g, replacing the formal parametgrby the effective argumerit-ue andy by 1. The body ofg creates a
tuple from its 2 arguments, puttingin the first component anx in the second. Hence, the result of the
application is the tuplealue (1, true).

3.2.4.9 Operator application expression

Since operators are designed to be used in infix or prefixipps@pplication of operators consists simply
in providing arguments according to the operator infix/prefiture. For infix operators, arguments are on
left and right sides. For prefix operators, the operator fsant of the argument expression.

3.2.4.10 Record expression

As stated in 3.2.1.3, record types are defined by a list ofdabigh their types. As usual a record expression
follows the same structure, replacing the type expressibrise definition by values of these types. For
instance, assuming the given record type definition, tHeviahg example shows a possible record value:
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type identity = {
name : string ;
birth : int ;

living : bool

-

{ name = "Nobody" ; birth = 42 ; living = fal se }

If the record type definition is in a different compilationitiryou may qualify the record fields by the
“#" notation:

{ my_file#name = "Nobody" ; my_file#birth = 42 ; my_file#liv ing = false }

3.2.4.11 Cloning a record expression

It is sometimes needed to create a new value of a record typ®bifying a few fields of an existing record,
leaving the other fields unchanged. If the record type daimtontains numerous fields, manually copying
the old fields values to create the new record value appearsggtend error prone:

typet={a:int;b:int;c:int;d:int;e:int; f:int}

let vi={a=1;b=2;c=3d=4;e=5,;f=6} in

0]
—_

<
N

1
-~

a=vla ;b =vlb;

c=5; (x Changed value. x)

d = vilc ; (*» an error since the requested value was "vl1.d". x)
e =6 ; (* Changed value. *)

f=vlf} in

Instead of manually copy the unchanged fielsCalize provides a way to clone a record value, that
is to create aew, afresh value from an existing one, only by specifying the fields whealues differ from
the old record value:

type t = ... (* Like above. x)
let vl = .. (* Like above. *)

let v2={vl withc=5;e=61} in

As for other record value expressions, if the record typendifh is in a different compilation unit, you
may qualify the record fields by thet" notation.

3.2.4.12 Record field access expression

Once a record value is created by aggregating values of litis fii¢ is possible to recover the value of one
field by a dot notation. For instance, assuming the type diefinand record values of the previous example:

.. vlia ..
.. v2.c ..

respectively get the value of the field®f vl andc of v2, thatis,1 and5. If the record type definition is
in a different compilation unit, you may qualify the recoreldis by the #” notation: t1.my _source#a .
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3.2.4.13 Parenthesised expression

The parentheses can be used around any expression, toeettierassociativity or evaluation order of
expressions. Simple expressions (i.e. atomic) can alsateaihesised without changing their values.

3.2.5 Core language expressions and definitions

In the previous sections, we described the syntax of exipress Expressions rarely appear outside any
definition but it is still possible to have top-level expriess. They will be directly evaluated and not bound
to any identifier, but this implies that these expressiomspsviously written definitions.

As further explained in (c.f. 4.1.2) species are made of nputh Some methods contain expressions
(functions, properties, theorems). Function-methodsirareduced by thdet keyword, using the same
syntax (hence expressions) that teein  construct except the fact they do not havara™ expression.
The idea is that theifi ” expression is implicitly the remaining of the species. pandies and theorems
are respectively introduced by the keywopsperty andtheorem and may contain expressions. The
section 3.2.7 is dedicated to their detailed explanation.

open "basics" ;;

speci es My_Setoid inherits Basic_object =
signature (=) : Self -> Self -> bool ;
signature element : Self ;
| et different (x, y) = basics#not b (x = vy) ;

property refl : all x in Self, x = x;
property symm : all xy in Self, Selfl(=) (X vy >y =x;
end ;;

Toplevel-definitions are definitions introduced outsidean§ species. General functions and general
theorems, i.e. that do not depend on a particular speciebecariroduced as toplvel-definitions. Toplevel-
functions are introduced by thet keyword and don’t have art ” expression, this part being implicitly the
remaining of the program (i.e. the current compilation amidl those using the current). Toplevel-theorems
are introduced by ththeorem keyword. These definitions must be ended by a double semi’)!

|l et is_failed (x) =
match x with
| Failed -> true

| Unfailed () -> fal se
t heor em int_plus_minus: all xy z in int
(* x+y:z->y:z_x*)
#base_eq (#int_plus (x, y), z) -> #base_eq (y, #int_minus (z , X))
proof :

coq proof {=
intros x y z;
unfold int_plus, int_minus, base_eq, syntactic_equal in |- x;
intros H;
unfold bi__int_minus;
apply EQ_base_eq; apply Zplus_minus_eq;

symmetry in |- x;
apply (decidable _ _ _ (Z_eq_dec (x + y) z) H).
Qed.

*}

50



3.2.6 Files and uses directives

FoCalize provides 3 directives that are not expressions. This mdaatstiiey do not lead to values or
computation.

3.2.6.1 Theuse directive

This directive is followed by the name of the file to open batwedouble quotes without the “.fcl” extension.
Before being allowed to use the qualified notation for anftifien (i.e. the “%"-notation), the qualifying
compilation must be declared as “used” thanks to this directn other terms, “using” a compilation units
allows to access its entities from the current compilatioit. u

3.2.6.2 Theopen directive

This directive is followed by the name of the file to open betwedouble quotes without the “.fcl” extension.
As previously introduced (c.f. 3.2.4.3 and 3.1.12) tieen directive loads in the current name resolution
(scoping) environment the definitions of the compilationt mamed in theopen directive. This prevents
the user from having to explicitly qualify definitions of shuinit by the #” notation. Definitions imported
by the directive hide (“mask”) those wearing the same nameadl defined in the current compilation unit
from the point the directive appears. Remember that it isdvewpossible to recover the hidden definitions,
using the #” notation without compilation unit name.

Note that theopen directive implicitly implies theuse directive. This means that it is not useful to add
ause together with aropen directive.

‘ open "sets";;

This directive loads the definitions of the compilation ufsiets.fcl” in the current name resolution
(scoping) environment.

The path of the compilation unit is never specified. The filt @ searched in the library search path
specified with thel option (c.f. 7).

3.2.6.3 Thecoq _require directive

Some source files of a development may be directly writtebdq to provide external definitions (more de-
tailed further in 9.0.5) to import and use in theCaLize source code. In this case, tGeq code generated
for the FoCalLize source code must be aware of the need to import the exterfiaitidas from the manu-
ally written Coq file. For this reason, thEoCalize source must explicitly indicate by tlemq require
directive that it makes references to definitions hostetiim@oq source file. For example, the file “well-
founded.fcl” of the standard library needs “wellfoundexternals.v’ and signals this fact in its early lines
of code:

open "basics";;
open "sets_orders";;
coq_require "wellfounded_externals";;
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3.2.7 Properties, theorems and proofs

Properties are first order logic propositions and theorerageoperties with their proofs. We will study
here first the structure of logical expressions used to egpiee statements, show properties and theorems
forms and shorty present the 3 available ways to write proofs

3.2.7.1 Logical expressions

Logical expressions are those used to write first order Ifgimulaes.

Logical expressions:
logical_expr := all lident [, lident] x in type_expr Universal quantification
| ex lident [, lident] = in type_expr Existential quantification

| logical _expr —> logical _expr Implication

| logical _expr <—> logical _expr Equivalence

| logical_expr /\ logical _expr Conjunction

| logical_expr \ / logical _expr Disjunction

| ~ logical _expr Negation

| expr Arbitrary FoCal.ize expression (atom)
| (logical _expr) Parenthesised logical expression

Logical expressions contain the usual logical connectionply” (=), “and” (A), “or” (), “there exists”
(3), “for all” (V), “is equivalent” ¢&) and “not” (~). Moreover, logical expressions embed #@Calize
expressions used in computational methods (i.e. idemtjfnditionals, application, ...). This allows to
have connected propositions using the previously definectitns and species methods.

species S ... =
signature gt : Self -> Self -> bool ; (» Greater than... )
signature geq : Self -> Self -> bool ; (» Greater or equal... *)
signature equal : Self -> Self -> bool ; (*» Equal to... *)
si gnat ur e different : Self -> Self -> bool ; (» Different of... x)
property gt is_It : all xy in Self,

(gt (x, y) -> (‘geq (x, y) N\ !different(x, y)))
A

(‘'geq (x, y) -> (lgt (x, y) V lequal(x, y))) ;
end ;;

Since propositions in logical expressions are truth valties obviously imply that the arbitrary expres-
sions used between connectors must have lyme .
3.2.7.2 Properties

A property is a logical expression bound to an identifier. fétsn is the name of the property, a colon
character (*:”) and the logical expression being its staeinSee the example given in 3.2.7.1.

Properties:
property ::= property lident : logical _expr
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3.2.7.3 Proofs

FoCalLize currently provides 3 ways to write proofs. We only give hersiraple description of these 3
means without going deeply in the technical mechanisms4inis problem will be especially addressed in
section 5 and 9.0.6.

e Consider the proof as “assumed’ This way is the simplest but also the weakest one since gistan
in saying that no proof is given and the system must trustttited statement.

species S =
representation = int
| et equal = (=Ox);
theoremsymetry : all x vy in Self, Selflequal (x, y) -> equal (y, X)
proof : assuned
{*The equality of machine integers i s admitted to be symetric *}
end ;;

Following theassumed keyword is a mandatory message used for sake of informatistification,
traceability of the proof absence. Although such a prooficainduce inconsistencies if the “theorem”
is not a tautology and thus decrease confidence in the coesscof thd=oCal.ize program, there are
several cases where using this keyword may help.

— The first case is simply that the developer doesn’t know (yétow to make the proof, doesn’t
have time yet to write it, is not interested in proofs but stiints his program to compile to get
the executable code.

— Second case deals with import of external code, i.e. codevritien in FoCalize and con-
sidered as external. In this case, since the imported coele mit fit theFoCalize model and
more accurately, does not have formal properties, it is Bajinbe to make any proof droCal-
ize'’s side based on the structure of this code and its non-egigtiplementation properties. In
other terms, things coming outsi®@Cal.ize universe can not be modeled BgCalize. The
developer only can import them providing a binding is gived aust trust them.

— Last case addresses “well-known” mathematical propettigisdo not actually hold in comput-
ers since they are finite machines, working on bounded agitissn The most obvious example
is the fact that since an integer is coded on a machine woren®t? or 264 bits nowadays), the
mathematical propertyz € N,z + 1 > 2 does not hold anymore.

However, conceptually, except when dealing with boundathds property holds and we need to
achieve further proofs. For this reason, assuming thatrief rolds is legitimate, if the devel-
oper is able to guaranty that the integer computations raxerflow. If he cannot guaranty non-
overflow, then this is a true problem of specification or desidpich should be re-considered.

In any case, we advice the reader to use the test tool (or@natban) to comfort the confidence in
the statement of the theorem.

e Write an automated proof script. FoCalize provides a syntax, theEoCalize Proof Language, to
split proofs into steps that may be proved by #enon theorem prover. Without entering deeply
into the syntax further described in chapter 5, the mairufeatare the following. The user may state
hypotheses, demonstrate subgoals that will serve as lefiomasigher level goal and may give hints
about definitions or declarations of methods. THemon tries to automatically guess a proof of this
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goal, then tries to prove those lemmas, hence building & pre® until the top goal (i.e. the theorem)
is proved. Below follows an example of such proof.

t heor em zero_is_unique : all oin Self,
(all x in Self, lequal (x, !plus (x, 0))) -> lequal (o, 'zero)
proof =

<1>1 assune o in Self,
assunme H1: all x in Self, lequal (x, !plus (x, 0)),
prove lequal (o, !zero)
<2>1 prove !equal (!zero, !plus ('zero, 0))
by hypot hesis H1
<2>3 prove !equal (o, !zero)
by step <2>1
property zero_is_neutral, equal_transitive, equal_symmetric
<2>4 concl ude
<1>2 concl ude

e Write a Coq script This way is the most difficult since it means to directly writeq code. It
requires the understanding of bdffoq and the mapping theoCalize compiler does to generate
Coq code fromFoCalize source code. The section 9.0.6 describes Ro@alize definitions are
mapped ont@€oqg names.

The Coq script is introduced by the keyword®q proof and surrounded by* and*}. Below
follows an example of such proof.

t heor em int_minus_plus: all xy z in int
(* X - y=2z->x=y+2zHx)
#base_eq (#int_minus (X, y), z) -> #base_eq (x, #int_plus (y , 2)
proof:

coq proof {=

intros x y z; unfold int_plus, int_minus, base_eq,
syntactic_equal in |- x;

intros H;
unfold bi__int_minus;
apply EQ_base_eq; rewrite <- (Zplus_minus y Xx);
apply Zplus_eq_compat; trivial; apply decidable.
apply Z_eq_dec. assumption.

Qed.

*} 5

3.2.7.4 Theorems

Now we know how to write a logical statement and (neatly how to write a proof, the structure of a
theorem appears simple since it contains both the stateamehthe proof inside the same construct. The
theorem is introduced by the keywafteorem and the proof by the keywonproof followed by a colon
character (*:").

Theorems:
theorem ::= theorem lident : logical_expr proof = proof

For instance:

speci es Meet_semi_lattice inherits Setoid =

i"heorem inf_right_substitution_rule : all xyz in Self,
equal(y, z) -> equal(linf(x, y), linf(x, z))
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proof:
by property
inf_left_substitution_rule,
inf_commutes,
equal_transitive ;

end ;;

The kind of proof used here is written FoCalize Proof Language and must not be a matter of under-
standing at this point since this particular point will belezssed with more details in chapter 5.

Notice that theorems can be hosted in a species or can bedbgteorems. Unlike theorems, properties
cannot appear at toplevel since there is no way to inherd@ével, hence no way to give a proof after the
property definition in a “parent”.
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Chapter 4

The FoCalLize model

As stated in section 1, teoCal.ize language is designed to build an application step by stapgdoom
very abstract specifications to the concrete implememtadticough a hierarchy of structures. At first sight
species seem quite similar to classes in an Object-Oriardatext. However, despite of inheritance and
late-binding featuresi-oCal.ize is definitively not an Object-Oriented language as C++, Jasta. are.

In the following we focus on the basic concepts underlyirigp&al.ize development, that is:

e Top-level definitions

Species

Collections

Parametrisation

Inheritance

e Late-binding

To ensure that this part can be read independently of thimseltwe duplicate some explanations.

4.1 Basic concepts

4.1.1 Top-level Definitions

We calltoplevel-definition (just one word) a definition which appears outside specidsalections. Such
definitions can only be:

e Species

collections,

type definitions,

general theorems (not depending on a species)

general functions (not depending on a species),
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e expressions to be directly evaluated (but there is no wayni their value to an identifier).

Any toplevel-definition is terminated by a double semi-ctader (“;;”).

4.1.2 Species

Speciesare the nodes of thEoCalize hierarchy. A species is a sequencerdthodsor fields, each one
being terminated by a semi character (“;”). Hence, a bascisp looks like:

speci es Name =
methl ;
meth2 ;

end ;;

Species names are alwagapitalised As any toplevel-definition, a species ends with a doublei-sem
character (“;;"). There are several kinds of methods:

e Therepresentation It defines the type of the entities manipulated in the sjgemngl is a kind of alias
type (see section 3.2.3). The representation can be a ty@blaand then is said to be “not yet de-
fined” or “only declared” and is not explicitly introducedt.clan be bound to a type defined by a more
complex type expression possibly containing type var@lfiletroduced via collection parameters).
Either, this type value is obtained by inheritance or isadtrced by the keywortepresentation
followed by= followed by a type expression. Ultimately to get@npleteg(fully defined) species, the
representation must be a fully instantiated type (direatlipy 4.3.1).

In the context of a species, the representation is denot&elby .

Note that a representation is never a polymorphic type. Whisnonly declared, it is a type vari-
able, which can receive only one instantiation. In otherdsothis type variable is not universally
quantified, as are the type variables of polymorphic types.

e Signatures They introduce names of constants and functions, unigpidyiding their type as a
type expression. A signature begins with the keywsigthature  followed by the introduced name
followed by: followed by a type expression. For instance:

speci es IntStack =
si gnature push : int -> Self -> Self ;
end ;;

As we saw aboveSelf represents the representation (thus a type) of the cunpestes. Hence an
operation pushing an integer onto a stack takes as parathet@teger to push, the stack on which to
push and give back a new stack, that is, an entity of &gk .

e Functions. They are implementations of signatures, providing effectode. A function is intro-
duced by thdet keyword followed by the name followed by followed by a definition, which
is similar to ML definitions. Recursive functions are intmogd bylet rec  to make explicit the
recursivity.

speci es IntStack =

representation = int list ;

let push (v inint, s in Self) =v i s;
end ;;
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Function parameters can be entities (that is, values) dffikeies itself (which type is the representa-
tion, thus denoted bgelf ), entities of known collections, values of known types.

Functions can use in their body other methods of the speoigievel-definitions of functions, meth-
ods of collections (described further in 4.1.5), or methoidsollections parameters (see 4.2.1).

When we say “other methods of the species”, this includestioins only introduced by their signa-
tures. This means that it is possible to use something ordlacl, without yet effective implemen-
tation. We will address this point later in detail in sectibd.1.

Although FoCalLize is a functional language, function application must alwagdotal. This means
that any function call must be provided all the effectiveusmgnts of the function. As previously
described in the core syntax (c.f 3.2.4.8), function appian is “a la C”, that is with arguments
comma separated and enclosed by parentheses.

Properties. They are first order formulae containing names alreadydiced. When stating a
property, the proof that it holds is not yet provided (butlviidve to be ultimately provided). A
property can be viewed as a declaration.

speci es IntStack =

property push_returns_non_empty :
all vinint, all s in Self, push (v, s) -> " is_empty (s) ;
end ;;

Proofs of properties can lielayed that is, done afterwards usingpeoof field in a species. The
way to give proofs will be seen further.

speci es IntStack2 inherits IntStack =
proof of push_returns_non_empty = ... ;
end ;;

Theorems They are properties with their proofs. In fact, when defirgnproperty, we only give the
statement of a theorem, leaving its proof for later. A theooan be viewed as a definition.

speci es IntStack =

t heor em push_returns_non_empty :
all vinint, all s in Self, push (v, s) -> 7 is_empty
(s)
proof = ... ;
end ;;

One important restriction on the type of the methods is theamnot be polymorphic. Howevefp-

Calize provides another mechanism to circumvent this restrictiom parametrisation as explained further
(c.f. 4.2).

4.1.3 Complete species

A species is saigdompleteif all its methods aralefined i.e. have an implementation. In other words this
means that there is no more methods atéglared This notion implies that:

e The representation has been associated with a type definitio
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e Every declaration is associated to a definition.

e A proof is given for every property.

Obviously, it is possible to build a species without sigmesuand properties, only providing functions
and theorems directly. In this case, if the representati@isio defined, then the obtained species is trivially
complete.

The important point for a species to be complete is that iteaturned into effective executadECaml
code and effective checkab®oq code, since all the components are known.

Important ;. Although we said that only a complete species can lead trfe executable code, of
course species even not complete are compiled ! This meahydl do not need to have a complete
species to compile your source code ! It is very common to saeeies not complete in source files since
programs are written in a modular fashion, in several filerédver, a library may provide species with
methods not defined, leaving the user the freedom to chod#eativee implementation for some algorithms.

4.1.4 Interfaces

Theinterface of a species is the list of the declarations of its methodsoiitesponds to the end-user point
of view, who wants to know which functions he can use, and ipimperties these functions have, but
doesn’t care about the details of the implementation.

The interface of a species is obtained by keeping the siggmtand properties and retaining only the
signatures of the let methods and the statement of the tmsor€he representation is hidden thus abstract
(only unifiable with itself). Hence, getting the interfackaospecies can roughly be seen as erasing the
representation, turning the functions into signaturestaedheorems into properties.

While this abstraction is easy within programming langsageis not always possible when dealing
with proofs and properties. Such problematic species geetesl byFoCalize and will be described later
in4.4.2.

An interface has mame which is the name of the underlying specid$ere should be no confusion
between species names and interface names as interface aeanenly used to declare formal collection
parameters (see section 4.2.1) and to apply methods ottotigparameters.

4.1.5 Collections

A collection is a kind of “grey box”, built from acompletespecies by abstraction of the representation.
A collection has exactly the same sequence of methods tleaootmplete species underlying it, apart the
representation which is hidden. Note that creating a cidledrom it is the only way to turn methods of a
complete species into executable code. This point is eng#thby the syntax:

collection name-collectioimplements name-species

The interface of a collection is the one of the complete gitiimplements. The interfack of a
collectionC; is compatiblewith an interfacel, if I; contains all the components &f.

Thus, implementing a complete species creates a colleatibich is a kind of abstract data-type. This
especially means that entities of the collection cannotiteedly created or manipulated as their type is not
accessible. So they can only be manipulated by the methatie whplementedpecies.
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speci es Full =
rep = int ;
| et create_random in Self = random_foc#random_int (42) ;
| et double (x in Self) =x + x ;
et print (x in Self) = print_int (x) ;
end ;;

col I ecti on MyFull_Instance i mpl enents Full ;;

| et v = Full.create_random ;;
Full.print (v) ;;

| et dv = Full.double (v) ;;
Full.print (dv) ;;

In this example, we define a complete spe&iel . Then we create the collectidyFull _Instance
And we use methods of this collection to create entities isfabllection. We print the result of the evalua-
tion of the top-level definitions of anddv.

Note that two collections created from a same species artypetcompatible since their representation
is abstracted making impossible to ensure a type equivalenc

As a conclusion, collections are the only way to get somethiiat can be executed since they are the
terminal items of &oCalize development hierarchy. Since they are “terminal”, thi®atseans that no
method can be added to a collection. Moreover, a collectiag not be used to create a new species by
inheritance (as explained in the next section).

4.2 Parametrisation

This section describes a first mechanism to incrementalilgt haw species from existing ones: the parametri-
sation.

4.2.1 Collection parameters

Remember that methods cannot be polymorphic (c.f. 4.1d@)e¥ample, how to implement the well-known
polymorphic type of lists ? Grouping elements in a list doesdepend of the type of these elements. The
only constraint is that all elements have the same type. &lend/L-like representation of lists would be
like:

type ’a list =
| Nil
| Cons of (a =« ’a list)

The’a is a parameter of the constructor ty , which is indeed a polymorphic ML type.
In FoCalize we would like to create a species looking like:

speci es List =

signature nil :  Self ;
signature cons : 'a -> Self -> Self ;
end ;;

Instead of abstracting the type parameter and leavingatifréhe context of the species, oCalize
we parametrisethe species by eollection parametercalledElem in the example:

speci es List (Elem i s Basic_object) =
signature nil : Sel f ;
signature cons : Elem -> Self -> Self ;
end ;;
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Collection parameters are introduced by their name foltblye theis keyword, followed by arin-
terface name(remember that an interface has the same name as its umgdeslyecies). In the example,
Basic _object is a pre-defined species from the standard library, comgiohly few methods and this
name is used here to denote the interface of this speciesllgetion parameter can be instantiated by any
collection which interface isompatiblewith the one required by the parametrised species (c.f¢.14
the example, any effective parameter instantiaigm is a collection which interface contains at least the
methods listed in the interface Bfasic _object

In the example, we use the parameii#em to build the signature of our methazmbns . Note that
collection names can be used in type expressions to deretalibtracted” representation of the collection.
Here “abstracted” means that the representation is ndileisiut we can refer to it as an abstract type. In
other wordsElem -> Self -> Self stands for the type of a function:

e taking a first argument whose type is the representation oflection having a compatible interface
with the interfaceBasic _object . (This especially means that such an argument is created usi
methods of the compatible collection),

e taking a second argument whose type is the representatitie cfirrent species,
e and returning a value whose type is the representation afuirent species.

Why a collection parameter and not a species parameter?

The answer to this question is especially important to wstdad the programming modelkoCal.ize.

It is a collection parameter because ultimately, at the terminal nodes of the developntieis parameter
will have to be instantiated by an entity where everythindgafined, so at least a complete species. Imagine
how to build an executable code if a parameter can be inatadtby a species with some methods only
declared. .. This is the first reason.

Remember that properties mentioned in the collection fexter have been proved in the underlying
complete species. Indeed in the hosting species, theseethe@an be used as lemmas to do current proofs.
If the collection representation was not abstracted, tbemesmethods of the hosting species would have the
ability to directly manipulate entities of the collectioanameter, with the risk of breaking some invariants
of the collection parameter. This is the second reason. fHeusepresentation of a collection parameter is
abstract for the hosting, exactly as is the representafiarcollection (c.f 4.1.5).

To summarize, declaring a collection parameter for a patigged species means providing two things:
the (capitalized) name of the parameter and the interfamgoféd by a species name) that the instantiation
of this parameter must satisfy.

Itis important at this point to note thRbCalize deals with dependent types, and thereforettiabrder
of the parameters is importanfTo define the type of a parameter, one can use the precediameters.
For instance, assuming that a parametrised sp&ésts declares the basic operations over lists, one can
specify a new species working on couples of respectivelyesabnd lists of values like:

speci es MyCouple (E is Basic_object, L i s List (E)) =
representation = (E * L) ;
en.ci. .
The representation of this species represents the(tgpe* (‘a list)) . This means that the type

of the values in the first component of the couple is the same tie type of the elements of the list in the
second component of the couple.
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A parametrized species (like in the example the spddigSouple ) cannot be only partially instanti-
ated. An instantiation foall its parameters is required.

The previous example used a parameter to build the repeggenof the species. Collection parameters
can also be used via their other methods, i.e. signaturestidms, properties and theorems, denoted by the

parameter’s name followed by the “I" character followed bg thethod name.

To create a species describing a notion of generic coupdeiffices to use two collection parameters,
one for each component of the couple. To define a printing (etirning a string, not making side effect
in our example) method, it suffices to require each colleciarameter to provide one. Now the printing
method has only to add parentheses and comma around ancehetkat is printed by each parameter’s
printing routine.

(» Mniml species requirenent : having a print routine. *)
speci es Base_obj =

si gnature print : Sel f -> string ;
end ;;
speci es Couple (C1 is Base_obj, c2 is Base_obj) =

representation = (C1 * C2) ;
| et print (c in Self) =
match (¢) wth
| (componentl, component2) ->
"(" © Cllprint (componentl) ~

C2Tprint (component2) ™)" ;
end ;;

Hence,C1l!print (componentl) means “call the collectio€1's methodprint  with the argu-
mentcomponentl . _ _ _ _

The qualification mechanism using “!" is general and can lzelus denote the method of any available
species/collection, even those of ourselves §&lf ). Hence, in a species instead of calling:

species Foo ... =
let ml (..
let m2 (..)
end ;;

if .. then .. else ml (.);

it is allowed to explicitly qualify the call tan1by “I” with no species hame, hence implicitly telling
“from myself”:

speci es Foo ... =
let ml (..
let m2 (..)
end ;;

if .. then .. else Iml (.);

In fact, without explicit “!", the FoCaLize compiler performs the name resolution itself, allowing a
lighter way of writing programs instead of always needind"aharacter before each method call.

4.2.2 Entity parameters

There is a second kind of parameter: @mity-parameter. Such a parameter can be instantiated by an

entity of a certain collection.

For example, to obtain a species offering addition modulinggger value, we need to parametrise it
by an entity of a collection implementing the integers andit@ a way to build an entity representing the
value of the modulo. Such a parameter is calle@tity parameter and is introduced by the keywoid .

speci es AddModN (Number i s InterfaceForints, val_mod in Number) =
representati on = Number ;
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let add (x in Self,y in Self) =
Number!modulo (Numberladd (x, y), val_mod) ;
end ;;

speci es

Hence, any collection created frodddModNembeds the addition modulo the effective value instan-
tiating val _mod. It is then possible to create various collections with eadpecific modulo value. For
instance, assuming that the speddekiModNis complete and have a methé@dm _int able to create a
value of the representation from an integer, we can creat#exction implementing addition modulo 42. We
also assume that we have a collectid@ollimplentinglints having at leastnterfaceForints
as interface.

col I ecti on AddMod42 i npl enents AddModN
(AColllmplentingints, ACollimplentingints!from_int (4 2) &

Currently, entity parameters must livim“” a collection. It is not allowed to specify an entity paragret
living in a basic type likeint , string , bool ... This especially means that these basic types must be
embedded in a collection if we want to use their values asygpairameters.

4.3 Inheritance and its mechanisms

In this section, we address the second mechanism to builghlearspecies based on existing ones. It will
cover the notion oinheritanceand its related feature thate-binding

4.3.1 Inheritance

FoCalLize inheritanceis the ability to create a species, not from scratch, but tagirating methods of other
species. The inheritance mechanism also allows to redefatieatis already existing as long as they keep
the same type expression. For theorems to have the samestgprgly to have the same statement (but
proofs can differ).

During inheritance, it is also possible to replace a sigmaty an effective definition, to redefine a
property by a theorem and in the same idea, to agdoaf of to a property in order to conceptually
redefine it as a theorem. Moreover new methods can be addee itthieriting species.

Since inherited methods are owned by the species that ishtirey are called exactly like if they were
defined “from scratch” in the species.

For instance, assuming we have a spetiéSouple that represent couples of integers, we want to
create a specigSrderedintCouple in which we ensure that the first component of the couple igtow
or equal to the second. Instead of inventing again all theispewe will take advantage of the existing
IntCouple and “import” all its methods. However, we will have to charibe creation function since it
must ensure at creation-time of a couple (so at run-time)itieaindeed orderedOrderedIintCouple
has all the methods dhtCouple , exceptcreate which is redefined and the propeiity _ordered )
stating that the couple is really ordered).

speci es IntCouple =

representation = (int = int) ;
et print (x in Self) = ..;
let create (x inint,y inint)=(x y);

et first (cl, c2) = cl ;
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end ;;

speci es OrderedIntCouple
let create (x in int, y
if x <y then (x, y)

i nherits (IntCouple) =
inint) =
else (y, x) ;

property is_ordered :
end ;;

all c in Self, first (¢) <= scnd (c) ;

Multiple inheritance, i.e. inheriting from several species is allowed by spéegyseveral species sep-
arated by comma in th@aherits clause. The inheriting species inherits of all the methddateerited
species. In case of a same name appears in several inhgeteidss the compiler proceeds as follows.

If all the inherited species have only declared represemst then the representation of the inheriting
species is only declared, unless it is defined in this iningrispecies. If some representations are declared,
the other ones being defined, then the totally defined reptasens of inherited species must be the same
and this is also the one of the inheriting species. In thefahg example, specie33 will be rejected while
speciesS4 hasint  as representation.

speci es SO; -- no defined
end;;

species S1 =

representation

representation = int ; end ;;
species S2 =

representation = bool; ... end;;
species S3 inherits S1, S2 = end;;
species S4 inherits SO, S1 = end;;

If some methods of inherited species have the same nameyiftie all signatures or properties, if these
species have no parameters, then signatures must be &geptaperties must be identical. If some of these
methods have already received definitions, if they havedhgesype, then the definition which is retained
for the inheriting species is the one coming from the righghuefined parent in theherits ~ clause. For
instance below, if species B andC provide a methoanwhich is defined irA andB but only declared irC,
thenB!m is the one which is inherited.

speci es Foo inherits A B, C, D =

em (L) e
end ;;

Inheritance and parametrisation If a speciesS1 inherits from a parametrised speci#&8, it must instanti-
ate all the parameters &0. Due to the dependent types frameworkSif is itself parametrised, it can use
its own parameters to do that.

Assume we have a speciest parametrised by a collection parameter representing tiek & ele-
ments of the list. We want to derive a specigstUnique  in which elements are present at most once.
We buildListUnique by inheriting fromList

speci es List (Elem is ..) =
representation = Elem list;
let empty = ... ;
let add (¢ in Elem, | in Self) = ..;
| et concat (11 in Self, 12 in Self) = ..;
end ;;
speci es ListUnique (UElem is ..) i nherits List (UElem) =
let add (¢ in UElem, | in Self) =
. (*» Ensure the element e is not already present. *) ;
| et concat (I1 inSelf, 12 in Self) =

(*» Ensure elenents of |11 present in |2 are not added.

*);

end ;;
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UElem is a formal collection parameter @fistUnique  which acts as an effective collection pa-
rameter in the expressidnistUnique . The representation dfistUnique is UElem list . The
representation dElem is hidden: it denotes a collection. But, the value constmscof the typdist — are
available, for instance, for pattern-matching.

As a consequence, if two methods in inherited species haveaime name and if at least one of them
is itself a parametrised one, then the signatures of thefothe are no longer required to be identical but
their type must have a common instance after instanciafidimeacollection parameters.

Species inheriting species parametrised bgelf A species can also inherit from a species parametrised
by itself (i.e. bySelf ). Although this is rather tricky programming, the standbbdary of FoCalLize
shows such an example in the fileeak structures.fclin the specie€ommutative _semi _ring . Indeed
this species specifies the fact that a commutative semisiagemi-ring on itself (as a semi-ring of scalars).
In such a case, this implies that the current species muslyfifvehen inheritance is resolved) have an
interface compatible with the interface required by thdembion parameter of the inherited species. The
FoCaLize compiler collects the parts of the interfaceS#lf obtained either by inheritance or directly in
the species body. Then it checks that the obtained intei$dndeed compatible with the required interfaces
of the parametrised inherited species. if so, the comgslable to build the new species. Thus the compiler
tries to build a kind of fix-point but this process is alwayan@ating, issuing either the new species or
rejecting it in case of interface non-compliance.

4.3.2 Species expressions

We summarize the different ways of building species. Thé Virgy is to introduce a simple collection
parameter, requiring that the effective parameter cam affé¢he methods listed in the associated interface.

‘ speci es List (Elem i s Basic_object) = ... ; [

Then, we can iterate the process and build a species paisadldiy a parametrised species, like in the
example:

‘ speci es MyCouple (E is Basic_object, L is List (E)) = ... ;s [

Going on, we can inherit from species that are referenceghpntheir name, like in:

‘ speci es OrderedIntCouple inherits (IntCouple) = ... ;; [

And finally, we mix the two possibilities, building a specieg inheritance of a parametrised species,
like in:

‘ speci es ListUnique (UElem is ..) i nherits List (UElem) = ... ;; [

Hence, we can now define more accurately the notiospeties expressionsed for both inheritance
and parametrisation. It is either a simple species hameeoapiplication of a parametrised species to as
many collection expressions as the parametrised specgsahameters.

4.4 Late-binding and dependencies

4.4.1 Late-binding

When building by multiple inheritance (c.f. 4.3.1) somensitures can be replaced by functions and prop-
erties by theorems. It is also possible to associate a defirof function to a signature (c.f 4.1.2)or a proof
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to a property. In the same order, it is possible to redefine thadesven if it is already used by an existing
method. All these features are relevant of a mechanism kr®hate-binding

During compilation, the selected method is alwaysriwst recently definedalong the inheritance tree.
This especially means that as long as a method is a signatube, children the effective implementation of
the method will remain undefined (that is not a problem sindlis case the species is not complete, hence
cannot lead to a collection, i.e. code that can really bewdrecyet). Moreover, if a methaah previously
defined in the inheritance tree uses a methdteshly redefined, then thifresh redefinition of n will be
used in the methoch

This mechanism enables two programming features:

e The mean to use a method known by its type (i.e. its prototggerm of Software Engineering), but
for which we do not know, or we don’t need or we don't want yeptovide an implementation.

e To provide a new implementation of a method while keepingnii&l implementation for the inher-
ited species. For example, the inheriting species can geas®me new information (representation,
functions, ..) which allow a more efficient implementatidragiven function.

4.4.2 Dependencies and erasing

We previously saw that methods of a species can use otheondsetfi this species and methods from its
collection parameters. This induce what we apendencies There are two kinds of dependencies,
depending on their nature:

e Decl-dependencies
e Def-dependencies

In order to understand the difference between, we must ah$pether the notion of representation, function,
and theorem.

4.4.2.1 Decl-dependencies

When defining a function, a property or a theorem it is possibluse another functions or signatures. For
instance:

speci es Bla =
signature test : Self -> bool ;
let f1 (x 1in string) = ... ;
let 2 (y in Self) = .. fl ("Eat _at _Joe’s") .. ;
property pl : all x in Self, test (f2 (x)) <-> test (f1 ("So _what")) ;
theoremtl : all x in Self, pl <> test (f1 ("Bar"))
proof = ... ;
end ;;

In this cases, knowing the type (or the logical statementh@iused methods is sufficient to ensure that
the using method is well-formed. The type of a method beingided by itsdeclaration, we will call these
induced dependenciekecl-dependencies

Such dependencies also arise on the representation asstuntgpe of a method makes reference to
the typeSelf . Hence we can have dependencies on the representationl @swalother methods.

Hence, in our examplagst , f2 ,fl (since itis used ipl andtl as the argument dbst which
expects an argument of ty@elf ), p1 andtl have a decl-dependency on the representation. Moreover,

66



f2 has one oril . The propertypl has decl-dependencies st ,fl andf2 andSelf . And finallytl
decl-depends opl, test ,fl andSelf .

4.4.2.2 Def-dependencies

A methodm has adef-dependencyover another ong if the system needs to know thiefinition of p to
ensure thatn is well-formed.

A definition of function can create only decl-dependenciasnethods differing from the represen-
tation since the type system BbCalize only needs the types of the names present in the body of this
function. Note also that wheumsing a signature in another method, since signature only cohypes, no
def-dependencies can arise.

Now remember thatepresentation is also a method and there is no syntactical way to forbid
constructions likef representation = int .. in function or properties. Such definitions would
have adef-dependencyon the representation. For consistency reasons going ddp@manual but that
will be shortly presented below in 4.4.3.2, theCalLize system rejects functions and properties having
def-dependencies on the representation

There remains the case of theorems. This case is the mosteosipce it can lead to def-dependencies
in proofs. For the same reasons than for propertiesi-tieal ize system rejects theorems which state-
ments have def-dependencies on the representatio®ther def-dependencies are accepted. These depen-
dencies must be introduced by the statement of the prooli @iyntax given in sectiof?). Now, what
does mean for a theorem to def-depend on a method ? This Ibasieans that to make the proof of the
theorem statement, one must use not only the declaratiometlaod, but also its definition, its body. This
is a needed and powerful feature.

4.4.2.3 Erasing during inheritance

As a consequence of def-dependencies and late-bindingnithod is redefined, all the proofs of theo-
rems having def-dependencies on these methods are erdsgsdndans that since the body of the method
changed, may be the proof is not correct anymore and mustre afgain. In practice, it can happen that
the proof still holds, but the compiler can’t ensure thispde will turn the theorem into a property in the
species where the redefinition occurred. The developetivati have to provide a new proof of the inherited
theorem thanks to theroof of field. For example, any sorting list algorithm must satisfg tnvariant
that its result is a sorted list with the same elements adféstve argument but the proof that indeed this
requirement is satisfied depends on the different possitgiéeimentations of sort. It is perhaps possible to
decompose this proof into different lemmas to minimize ia@by redefinition, some lemmas needing only
decl-dependencies over the redefined method.

4.4.2.4 Dependencies on collection parameters

Since collection parameters always have their representabstracted, hidden, onljecl-dependencies
can appear in the parametrised species using them. Henceahaever lead to erasing. These dependen-
cies are only used internally by ti®@Calize compiler in order to generate the target code. For this reaso
we will not focus anymore on them.
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4.4.3 More about methods definition

We will now examine more technical points in methods definii

4.4.3.1 Well-formation

FoCalLize providing late-binding, it is possible tteclarea methodnOand use it in anothatefined method
ml

species SO =
signature m0 : Sel f ;
let ml = moO ;

end ;;

an another specieS1, it is also possible tdeclare a methodnland use it in anothatefined method
m

species S1 inherits SO =
signature ml : Self ;
let mO = x ;

end ;;

As long as these two species have no interactions no prolderarése. Now, we consider a third species
S2 inheriting from bothS0 andS1.

species S2 inherits SO, S1 =

end ;;

The inheritance mechanism will take each metdedinition from its hosting species: fror80 for m1
and fromS1 for m2 We have hence a configuration wher@callsmlandmlcallsmQ i.e. the two methods
are now mutually recursive although it was not the case wbach of them wadefined

To avoid this situation, we will say that a species is wethied if and only if, once inheritance is
resolved, no method initially not recursive turns to becaemursive. Thd-oCalize compiler performs
this analysis and rejects any species that is not compliatitis criterion. In the above example, an error
would be raised, explaining how the mutual recursion (tridecpf dependencies) appears, i.e. frorhto
mO (and implicitly back tom1from m0).

Species 'S2’ is not well-formed. Field 'm1’ involves a non-d eclared recursion

for the following dependent fields: m1 -> mO.

4.4.3.2 Def-dependencies on the representation

As we previously said (c.f. 4.4.2.2) def-dependencies enrépresentation are not allowed in properties
and theorems. The reason comes from the need to createteahsigecies interfaces. Let's consider the
following species with the definitions:

speci es Counter =

representation = int ;

let inc (x in Self)=x+1;

theoreminc_spec : all x in Self, inc (x) >= x + 1
proof = ... ;
end ;;

The statement ahc _spec contains a def-dependency on the representation sinceeectyeck this
statement, one need to know that the representatiion is To create the species’ interface, we must make
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the representation abstract, hence hiding the fact theinit i . Without this information it it now impossible
to type-checknc _spec body since it makes explicit referencet#p<=, 1 that are operations abomit .

In practice, such an error is reported as a typechecking &long thatrepresentation “is not
compatible with type’t wheret is the type expression that was assigned to the represenfas.int in
our example).
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Chapter 5

The FoCalize Proof Language

5.1 Proofs of theorems

As presented in 3.2.7.F0Calize proposes 3 ways to make proof of properties. We will only desak
with proofs written in thé=oCalize Proof Language. As a reminder, proofs written as difat] scripts
will be addressed in 9.0.6. And the last kind of proof,assumed doesn’'t need anymore description since
it consists in bypassing the formal proof mechanism.

The syntax of proofs is as follows.

Proofs:
proof := proof_step x qged_step
| by fact +
| conclude

A proof is either a leaf proof or a compound proof. A leaf pr@otroduced with théby or conclude
keywords) invokesZenon with the assumptions being the given facts and the goal bkiegoal of the
proof itself (i.e. the statement that is proved by this laakyf). See below for the kinds of facts that can be
given.

Theconcludekeyword is used to invok&enon without assumptions.

A compound proof is a sequence of steps that ends witbdestep. The goal of each step is stated in
the step itself, except for theeed step, which has the same goal as the enclosing proof.

Proof steps:
proof_step ::= proof_bullet statement proof

A proof step starts with a proof bullet, which gives its leséhesting. The top level of a proof is 0. In
a compound proof, the steps are at level one plus the levakgroof itself.
For example, consider the following proof.

theorem foo : A -> (B -> A)
proof =
<1>1 assume hl: A,
prove B -> A
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<2>1 assume h2: B,
prove A
by hypothesis hl
<2>2 qed
by step <2>1
<1>2 qed
conclude

In this proof, the steps1>1 and<1>2 are at level 1 and form a compound proof of the top-level
theorem. Stepl>1 also has a compound proof, composed of ste&prsl and<2>2. These are at level 2
(one more than the level of their enclosing step).

After the proof bullet comes the statement of the step. Thiké statement that is asserted and proved
by this step. At the end of this step’s proof, it becomes atédl as a fact for the next steps of this proof.
In our example, steg2>1 is available in the proof 0&2>2, and<1>1 is available in the proof o£1>2.
Note that<2>1 is not available in the proof of1>2: see section 5.1.1 for the scoping rules.

After the statement is the proof of the step. See below (uBtilements) for a description of what is
the current goal for this proof.

QED steps:
ged_step ::= proof_bullet qed proof
| proof_bullet conclude

A gedstep is similar to a normal step, except that its statemeheigoal of the enclosing proof. It may
be reduced to the wordoncludewhen its proof is reduced toonclude In our example, we could have
replaceck1>2 with:

<1>2 conclude

Statements:
statement ::= {assume assumption ,}x {prove logical_expr}?

A statement must be non-empty: at least aasumeor theprove part must be present.

A statement appearing in a step has two readings: intercbédternal. The external reading is for the
rest of the proof: the current step proves that the assungpfioply the conclusion (i.e. thiegical expr
that appears aftgrrove). The internal reading is for the proof of the step: the auirigoal is theprove
expression, and the assumptions are available as facts.

Assumptions:
assumption ::= ident in type_expr
| ident : logical_expr

An assumption can either introduce a new (universally dfied} variable with its type (first form), or
a new named hypothesis (second form).
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Facts:
fact ::= definition of {ident?#}?ident {{, ident?# }?ident}x*
| hypothesis ident {, ident}x
| property {{{ident?#}?ident}?'}?ident {{{{, ident?#}?ident}?!}?ident }
| theorem {{{ident?#}?ident}?!}?ident {{{{, ident?# }?ident}?!}?ident}x
| step proof _bullet {, proof_bullet}x

A fact used in a leaf proof can be a definition, a hypothesisppgaty, a theorem, or a step.

Giving a definition as a fact allonenon to unfold this definition in the goal and in the other facts.

Giving a hypothesis/property/theorem as a fact all@sson to use this hypothesis/property/theorem
to prove the goal.

Giving aproof bullet as a fact allowZenon to use the (external reading of the) corresponding step as
an assumption to prove the goal. Note that even if sevenas$ stee labelled with this proof bullet, only one
of them is in scope at any point, so there is no ambiguity (sego 5.1.1).

5.1.1 Scoping rules

The scope of a step bullet extends from the end of the proolatf $tep to the end of the proof of the
enclosing step (i.e. the end of the proof of tiex step that has the same level as this step). This means that
proof bullets can be reused in other branches of the proddineedifferent steps.

The scope of an assumption is the proof of the step whereghiswption appears.
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Chapter 6

Recursive function definitions

In the current alpha-release, the logical counterpart @fingve functions is not completely handlegiog
code generation). We are still working on the point: reagr$unctions are planed to be fully supported as
soon as possible, in addition with new material to help wygitihe required termination proofs.
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Chapter 7

Compiler options

When invoking thé=oCalize compiler with thefocalizec command, various command line options can be
provided. The compiler can process several files in theierood apparition in the command line. Several
types of files are handled. By default, if no option is spediftbe default behaviour is of the compiler is:

“ml” and “.mli” files are compiled with theOCaml compiler producing bytecode. It is possible to
customise the compiler code generation using-tteaml-comp-mode option. The version of
OCaml used is automatically selected from the configuration otiselected duringroCalize’s
installation. Tha=oCalize standard library path is implicitly passed@Caml.

“.v" files are compiled with th&€€ogcompiler. The version dfoq used is automatically selected from
the configuration options selected duriRgCalize’s installation. TheFoCalize standard library
path is implicitly passed t€oq.

“.zv" files are compiled byZenon via zvtov. The generated “.v” file is then compiled I§oq as
describe above.

“fcl” files are compiled byfocalizec, generating both the “.mIOCaml source and the “.zv” pre-
Cogsource. The “.ml” file is then sent t0Camland the “.zv” file is sent t&Zenonto finally get a
“.v" file that is sent toCoq.

LI

It is possible to control the kind of files generated fogalizec (no Coq, no OCaml, “.zv", “.v" using
options described bellow.

*

—dot-non-rec-dependencieslirectory name Dumps non-let-rec dependencies of the species present
in the compiled source file. The output format is suitable @agbaphically displayed bglotty (free
software available via thgraphviz package). Each species will lead tdetty file into the argument
directory. Files are names by “deps- the source file base name (i.e. without path and suffix) + the
species name + the suffix “.dot”.

—focalize-docGenerates documentation. The result file gets located isahee directory than the
compiled file, replacing the suffix “.fcl” by “.fcd”. This fileontains XML in plain ASCII text and
need to be processed before being read. Consult s&k2ifor more details.

——experimental Reserved for development purpose. Never use. Invoking ahgiter with this
option may trigger unpredictable results.
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—i. Prints the interfaces of the species present in the cothpdarce file. Result is sent to the standard
output.

—I| directory name Adds the specified directory to the path list where to sefmchompilation units.
Several—| options can be used. The search order is in the standasadylidirectory first (unless the
—no-stdlib-path option is used, see below), then in the thrées specified by the | options in their
appatrition order on the command line.

—impose-termination-proof. Make termination proofs mandatory for recursive funciolfia recur-
sive function doesn't have its termination proof, then tleédfivill be considered as not fully defined
and no collection will be built on the species hosting thecfion. By default this option is not en-
abled and if a recursive function does not have any ternungtroof, a warning is printed during
compilation when trying to make a collection from this sgsci

—methods-history-to-text directory name Dumps the methods’ inheritance history of the species
present in the compilation unit. The result is sent as plkax files into the argument directory. For
each method of each species a file is generated wearing theemandte of “history’ + the source file
base name (i.e. without path and suffix) # 4 the hosting species name + the suffix “.txt".

—no-ansi-escapeDisables ANSI escape sequences in the error messagesfddytdehen an error

is reported, bold, italic, underline fonts are used to maksiez reading the message. Using this
option removes all these text attributes and may be usediiftgominal doesn’t support ANSI escape
sequences or, for example, if compiling unéenacs.

—no-cog-code Disables theCoq code generation. By defaultoq code is always generated.

——no-ocaml-code Disables th@®Caml code generation. By defau@Caml code is always gener-
ated.

—no-stdlib-path. Does not include the standard library installation divegtin the libraries search
path. This option is rarely useful and mostly dedicated &dRhiCalize compiler build process.

—ocaml-comp-modefile name Specifies th&®©Caml compiler code generation mode. This option is
folowed by a string that can be "byt” for bytecode compilatithbin” for native code compilation, or
"both” for bytecode and native code compilation. This optttas no effect if-—no-ocaml-codeis
used.

—pretty file name (Undocumented: mostly for debug purpose). Pretty-pitidsparse tree of the
FoCalLize file as aFoCalLize source into the argument file.

—raw-ast-dump. (Undocumented: mostly for debug purpose). Prints on stderraw AST structure
after parsing stage.

—scopedpretty file name (Undocumented: mostly for debug purpose). Pretty-ptimsparse tree
of the FoCalL.ize file once scoped asfoCal.ize source into the argument file.

—stop-before-cogWhenCoq code generation is activated, stops the compilation psdoefore pass-
ing the generated file t8og. The generated pr€oq source is sent tdenon then the compilation
process stops. The produced file is hence ended by the suffix This option has no effect if
—no-coqg-codeor —stop-before-zenons used.
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—stop-before-zenon WhenCoq code generation is activated, stops the compilation psobefore
passing the generated file Zznon. The produced file is then a pfeeq source file, ended by the
suffix “.zv”. This option has no effect if-no-cog-codeis used.

—verbose Sets the compiler in verbose mode. It will then generaterdme of the steps and op-
erations is does during the compilation. This feature istimased for debugging purpose but can
also explain the elaboration of the model during compifatior people interested iFoCalize’s
compilation process.

—V. Prints theFoCalize version then exits.
—version. Prints the fullFoCalize version, sub-version and release date, then exits.
—where. Prints the binaries and libraries installation direaerihen exits.

—help ——help. Prints the summary of command line options (i.e. this damuation) on the stan-
dard output.
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Chapter 8

Documentation generation

When invoked with the-focalize-doc option, the commantbcalizec = generates an extra file (with
the “.fcd” suffix) containing “documentation” informaticextracted from the compiled source file.

This information describes the different elements fountth@source file (species, collections, methods,
toplevel definitions, type definitions) with various annitas like type, definition/inheritance locations.
It also contains the special comments previously cadledotations (c.f 3.1.3) and that were kept during
the compilation process. Moreover, these annotations catain special tags used by the documentation
generator ofoCal.ize.

8.0.2 Special tags

FoCalize's documentation system currently supports 5 kinds of tagey impact the content of the final
generated document, either in its content or in the way imétion is displayed depending on the output
format. These tags start with the “@” character and the coritthe tag follows until the end of the line.
It is then possible in an annodation to mix regular text thiditrvot be interpreted and tags.

8.0.2.1 @ititle

This tag must appear (i.e. is only taken into account) in ttee &innotations block of the source file. The
following text is considered to be the title of the source filed will appear in the header of the final
document.

See example provided for tl@description  tag below.

8.0.2.2 @author

This tag must appear (i.e. is only taken into account) in tte¢ éinnotations block of the source file. The
following text is considered to be the author of the sourae dihd will appear in the header of the final
document.

See example provided for ti@description  tag below.

8.0.2.3 @description

This tag must appear (i.e. is only taken into account) in thet finnotations block of the source file.
The following text is considered to be the description of tdomtent of the source file (what services it
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implements) and will appear in the header of the final documen

For example:
(***********************************************************************)
(* FoCaL conpil er *)
(* Copyright 2007 LIP6 and I NRI A *)
(» Distributed only by perm ssion. *)
(***********************************************************************)

(**
@itle FoC Project. Basic al gebra.
@ut hor The FoC proj ect
@lescription Basic sets operations, orderings and |attices.

*)

will lead to a document header like (displayed in HTML forinat

FoC Project. Basic algebra.

The FoC project

Basic sets operations, orderings and lattices.

You may notice in the above source code example that the higdidiemation is located in an annotation
that is not thefirst one. In effect, the top-most banner starting by

(***********************************************************************)

is in fact also an annotation since it starts by the sequefite ‘However all these annotation belong
to the same annotations block as requiered.

8.0.2.4 @mathml

This tag must appear in the document comment preceding athd#finition. It indicates the sequence of
MathML code to use to replace the name of the method everyhdhe current document. This tag only
affects the HTML display since it allows to show more usuahbgls rather than identifiers in a browser.
This is expecially useful for mathematical formulaes whene prefer to see the siga rather than an

identifier “equal .
For example:

(** In a setoid, we can test the equality (note for logicians: this is
a congruence). *)
speci es Setoid inherits Basic_object =
(*»* @mathm <eq/> *)
signature equal : Self -> Self -> bool ;
property equal_transitive : all xyz in Self,
equal (x, y) -> equal (y, z) -> equal (x, z) ;

will replace any occurrence of the methedqual by the “<eq/> ” MathML sequence that displays a
= sign when displayed by an HTML browser.
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Urdered set as join semu lattice - Urdered lattice - Urdere:
back to index of files

species Setoid

|In a setoid, we can test the equality (note for logicians: this is a cong

species Setoild inherits Basic_object

signature :

equal

|equa1 € self —-self - hool

Proper l}' H
equal_symmetric

hxezﬂi?yesﬂix:y=y:x

8.0.3 Transforming the generated documentation file

The generated documentation file is a plain ASCII text comgi some XML compliant withFoCalL.ize’s
DTD (focalize/focalizec/src/docgen/focdoc.dtd ). Like for any XML files processing is
performed thank to the commamdltproc with XSL stylesheets (“.xsl” files).

You may write custom XSL stylesheets to process this XML It distribution already provides 2
stylesheets to format this information.

8.0.3.1 XML to HTML
Transformation from “.fcd” to a format that can be read by aBMfowser is performed in two passes.

1. Convert the “.fcl” file to HTML with MathML annotations. Ti$ is done applying the stylesheet

focalize/focalizec/src/docgen/focdoc2html.xsl with the commandsltproc.
For example:
xsltproc "directory to the stylesheet”/focdoc2html.xs | mysrc.fcd > tmp

2. Convert the HTML+MathML temporary file into HTML. This ide applying the styleshefetcalize/focali
with the commandsiltproc.
For example:

xsltproc “directory to the stylesheet”’/mmictop2_0.xsl mysrc.fcd > mysrc.xml

Attention: You may note that the final result file name must be ended by ufiex §.xml” other-
wise your browser won't be able to interpret it correctly amgh't display symbols£,€,3, —,...)
correctly.

8.0.4 XML to LaTeX

Currently not officially available.
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Chapter 9

Hacking deeper

9.0.5 Interfacing FoCaLize with other languages

9.0.6 Dealing with hand-written Coq proofs
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Chapter 10

Compiler error messages

Unable to find file 'name’ in the search path.

Description The source file made reference t¢aCalize compilation unitname (by theopen or use
directives, or by explicit qualification with the “#” notatn) but the relate@oCalLize file was not found in
the current libraries search path.

Hints: Locate in which directory the missing file is and add thisdiory to the libraries search path
with the-1 compiler option.

Invalid or corrupted compilation unit’ name’. May be it was compiled with
another version of the compiler.

Description The source file made reference t¢aCalize compilation unitname (by theopen or use
directives, or by explicit qualification with the “#" notati but the relate@oCal.ize file was found with an
incorrect format.

Hints: May be the compilation unit was compiled with another \vansof FoCalize or was mangled
and you must compile it again with your current version.

Invalid file extension for 'name’.

Description The FoCalLize compiler expects compilation units to be ended by the suffid™ “.ml”,
“mli”, “.zv"or “.v". If the submitted input file doesn’t endby one of these suffixes, this error message arises
with the namename of the involved file.

Hints: Change the extension of the input file name or ensure theieldnmput file name is the correct

one.

System error - sysmsg.

Description During the compilation process an error related to the atpeg system occurred (1/O error,
permission error, file-system error, .. .). The original saggesy smsg of the system explaining the problem
follows theFoCalize's message.
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Hints: Consult the original message of the system and get an afigi@solution depending on this
message.

Invalid OCaml compiler kind ” string” for option -ocaml-comp-mode. Must
be "byt”, "bin” or "both”.

Description By default, if someOCaml code was generated, tR@Calize compiler sends the generated
code to theOCaml compiler. The default compilation mode is bytecode produnctlt is possible to select
the native code production using the optimecaml-comp-mode followed by the string “bin” or to select
both code production modes by the string “both”. The argurséing “byt” is not required since it is the
default mode. Any other string is invalid and leads to thespne error message.

Hints: Select “byt”, “bin” or “both” as argument to the@caml-comp-mode option.

No input file. FoCaL is cowardly and gives up...

Description TheFoCalLize compiler needs one input file to compile. If none is supplibi error message
arises.
Hints: Add the input source file to compile on the command line.

Lexical error str

Description In the currently submitted source file, a sequence of clensds not recognised as legal
according to thé&oCaLlize programming language legal words structure. The involVeatacterstr follows
in the error message.

Hints. Change the source code at the indicated location.

Syntax error

Description In the currently submitted source file, a phrase of the mnogdoesn’t followFoCalize's
syntax.

Hints. Change the source code at the indicated location. It samsthappens that the location gets
fuzzy due to the parsing process. If the error is not immedit/ou, explore the neighbours of the specified
location. If you still can’t find out the error, have the folling emergency process: comment your code and
incrementally uncomment it to find the point where the erggresars without having to search in the whole
file. Once the error appears, have a look at the part of codeigoommented since the previous successful
compilation and try to guess the syntactic cause.

Unclear syntax error msg.

Description An error occurred during the syntactic analysis but wageported to be due to a syntax non-
compliance. This error is not clearly identified and this sagg is displayed as post-mortem report with the
exceptionmsg that caused the error.

Hints: None
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Compilation unit* m’ was not declared as "use”

Description It not possible to use a qualified notation for a compilatiorit name (i.e. using an entity
from this compilation unit by explicitly specifying the unwith the “#’-notation) before this compilation
unit is declared “use” or “open”. This error message indisahe location where an identifier refers to a
compilation unit that was not qualified either by thee or open directive. Note that thepen directive
implicitly implies use .

Hints: Use theuse directive on the compilation detected unit.

Parameterised species expected arguments but was providedn..

Description A species expression (used in species parameter exprassioherits clause) applies a
species withi; argument(s) although its definition declared it as usingrgument(s).
Hints: None.

Non-logical let must not bind "ident’ to a property.

Description A let construct (not dogical let ) attempts to bind the identifieklent to a logical
expression although it can only bind it to a computationgregsion.

Hints: Source program to fix. May be thet should be turned into kgical let if the body of
the binding is really a logical expression.

Delayed termination proof refers to an unknown method dent’ of the species.

Description A proof of clause was found in a species for the propedant but this property was not
found in the species.
Hints: None.

Ambiguous logical expression. Add explicit parentheses tassociate theside
argument of the /\ properly.

Description A logical expression contains A (logical “and”) with at least one argument beinga

(logical “implication”) or a<-> (logical “equivalence”) without parentheses around &lé argument

(“left” or “right”). Since this is not clear of how to assoté& we ask the user to explicitly add parentheses.
Hints: Explicitly add the parentheses to make the associatioramaipiguous.

Ambiguous logical expression. Add explicit parentheses tassociate theside
argument of the \ / properly.

Description A logical expression contains\g (logical “or”) with at least one argument beinga (log-
ical “implication”) or a<-> (logical “equivalence”) without parentheses around ¢h& argument (“left”

or “right”). Since this is not clear of how to associate, wk t user to explicitly add parentheses.
Hints: Explicitly add the parentheses to make the associatioramaipiguous.

83



Unbound sum type value constructor hame’.

Description An identifier representing a sum type value constructornwea$ound among the available sum
type definitions.

Hints: Source program to fix. Since in core expressions capithlidentifiers are considered as sum
type value constructors, may be you tried to use a capithlizene for one of your variables. In this case,
as any variables, make it starting with a lowercase lettéiefise, may be your type definition is missing
or not reachable in the current scope (missing explicitifjoation with the “#” notation oilopen directive
if your type definition is hosted in another source file).

Unbound record field label 'name’.

Description An identifier representing a record type label was not foantbng the available record type
definitions.

Hints: Source program to fix. May be your type definition is missimgiot reachable in the current
scope (missing explicit qualification with the “#” notationopen directive if your type definition is hosted
in another source file).

Unbound identifier ' name’.

Description An identifier (expected to be bound bylet , a pattern of a function parameter declaration)
was not found.

Hints: Source program to fix. May be your definition should be topl@and is missing or not reachable
in the current scope (missing explicit qualification witle tht” notation oropen directive if your definition
is hosted in another source file).

Unbound type 'name’.

Description The definition of an identifier expected to be a type construwas not found.
May be your type definition is missing or not reachable in theent scope (missing explicit qualifica-
tion with the “#” notation oropen directive if your type definition is hosted in another soulfitas.

Unbound compilation unit ' name’.

Description A open or use directive or an explicit qualification by the “#" notation hkes reference to a
compilation unit that was not found in the current librarsesrch path.

Hints: Locate in which directory the missing file is and add thisdiory to the libraries search path
with the-I compiler option.

Unbound speciesname’.

Description The definition of the speciesame was not found in the current scope.
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Hints: May be your species definition is missing or not reachablbéncurrent scope (missing explicit
qualification with the “#” notation oopen directive if your species definition is hosted in anotherreeu
file).

Type name name’ already bound in the current scope.

Description In a source file it is not allowed to redefine a type definitidhis means that each type name
definition must be unique inside a file. However, it is pogsibl have several type definitions with the same
names as long as they are in different source files (even yfdhe used together viapen directives of
explicit qualification by the “#” notation).

Hints: None.

Species nameriame’ already bound in the current scope.

Description In a source file it is not allowed to redefine a species defimitiThis means that each species
name definition must be unique inside a file. However, it issfiide to have several species definitions
with the same names as long as they are in different sourse(é&len if they are used together vipen
directives of explicit qualification by the “#” notation).

Hints: None.

Typest, and t, are not compatible.

Description The typechecking system detected a type conflict betweerexpressions; andis that were
expected to be type-compatible.

Hints: Source program to fix. This is mostly due to an attempt to hedytpe of aepresentation
although it is turned abstracted by the collection or patésaion mechanisms. In this case, ensure that
you are not trying to make assumptions on the type of a calegtarameter or a collection.

Type ¢, occurs int, and would lead to a cycle.

Description The FoCalLize type system does not allow cyclic types. This especiallymadhat a type
expression must not be a sub-part of itself to prevent cycles
Hints: None.

Type constructor 'name’ used with conflicting arities: n, and n.

Description A type expression applies a type construetarne to n,; argument(s) although its definition
declared it as using, argument(s) (or in the other order, depending on the wayntoe was detected: in
any way the definition and the usage of the type involve 2 giffenumbers of arguments).

Hints: None.
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No expected argument(s).

Description A type expression applies a type constructor to argumdttisumh this constructor needs
none.
Hints: None.

In method 'name’, type schemesch contains free variables.

Description As presented in 4.1.2, species methods cannot be polyicorphe methodhame has a type
scheme shown bych which is polymorphic.

Hints: You may explicitly add type annotations (constraints) lemarguments or/and return type of your
method definition. If you need some kind of such polymorphisse the collection parameter mechanism.

Sum type value constructor name’ expectedn, arguments but was used with
ny arguments.

Description The sum type constructatame is used with a bad number of arguments. It was declared to
usen, arguments but is used withy.
Hints: None.

Unbound type variable name.

Description In a type expression, a type variableme is not bound.
Hints. Source program to fix. May be the type expression appearsparametrised type definition
where you forgot to specify the type constructor’s paramieteead of the definition.

Method 'mname’ multiply defined in species 'sname’.

Description Like for toplevel definitions, method definitions inside @esies must not bind several times
the same name. In the speciesime, the methodnname is defined several times.

Hints: Source program to fix. May be you defined several times theesaethod and in this case,
remove one of the definitions. Or if the different occurrenoé mname refer to different conceptual
functions, change the names to make them different.

Delayed proof of 'name’ was found several times in the species. Other occur-
rence is at: loc.

Description A delayed proof of the propertyame was found several times in the same species (i.e. not
via inheritance but directly in the species body). Only onestibe kept.
Hints: None.
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In species sname’, proof of ' pname’ is not related to an existing property.

Description In the speciesname a delayed proof of the properprhame was found but the statement of
this property doesn't exist in the current species evennharitance.

Hints: May be you forgot to write the property, or you mistook on gheperty name the proof is related
to or you forgot to inherit from a species having this propert

Representation is multiply defined.

Description In a species, the methaépresentation is multiply defined in the body of the species
although at most one definition must be provided.

Hints: Source program to fix. Remove the spurious definitions.

If the representation method is not directly present in the body, that is becaussylecies inherits
from a parent where the representation is already definethidriast case, since the parent’s structure is
already established, you must remove ithpresentation method in the species where the error was
reported.

Representation is multiply defined by multiple inheritanceand was formerly
found of type ¢, and newly found of typet,.

Description In the species, several parents brought by inheritanceraemcompatible definitions of the
representation. The error message repgrandi,, two incompatible types found for the representation

definition.
Hints; None.

'Self’ can’t be parametrised by itself.

Description This error appears whe®elf appears as a species identifier used in a species exprdssion t
is a parameter of the current defined species.
Hints: None.

A”is” parameter can only be instantiated by an identifier of a collection.

Description In a species expression, a parametrised species by ay gartemeterié -parameter) is pro-
vided an effective argument that is not a collection idegtifi
Hints: None.

Collection 's;’ is not compatible with * s,’. In method ' name’, types t; and ¢
are not compatible.

Description During collection parameter instantiation, the inte€faaf the provided collection; is not
compatible with the interface,, because it doesn’'t have a signature containing at ke&stmethods with
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compatibles types. The wrong fietldime is reported with the two type andt, expected and actually
found.
Hints: None.

Collection ’s;’ is not compatible with * s5". In method ’ fname’, type t, occurs
In £, and would lead to a cycle.

Description During collection parameter instantiation, the inte€faaf the provided collection; is not
compatible with the interface,, since type compatibility check detected a cyclic type.sTheans that the
typet; is a sub-part of itself via the typs.

Hints: None.

Collection 's;” is not compatible with * s5’. In method * fname’, the type con-
structor ' tname’ i1s used with the different arities n; and n..

Description During collection parameter instantiation, the inte€faaf the provided collection; is not
compatible with the interface,, since the type constructor (not sum type construdtes)ne is used with
an improper number of arguments versusns.

Hints: None.

Collection 's;’ is not compatible with *s5’. Method *name’ is not present in

S1 .
Description During collection parameter instantiation, the inte€faaf the provided collection; is not
compatible with the interface,, because it doesn’t have a signature containing at ke&stmethods and

especially not the methatime.
Hints: None.

Parameterised species is applied ta arguments.

Description A parameterised species is applied to a wrong numhgreffective arguments.
Hints: None.

Species sname’ cannot be turned into a collection. Method 'fname’ is not
defined.

Description A collection is built out of a completely defined specied.(d.1.5), i.e. a species whead!
the methods ardefinedand not only declared. In the speciesime, the methodnname is only declared,
hence the species is not complete and no collection can kacted from it.

Hints: Add an effective definition of the method, either by writiit@ode or by inheritance, according
to your program model.
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Species sname’ cannot be turned into a collection. Method ’'fname’ does not
have a termination proof.

Description A collection is built out of a completely defined specied.(4.1.5), i.e. a species wheadl the
methods arelefinedand in particular proofs of properties are done. This alggi@pto recursive functions
which must have a termination proof provided. The recurkivnetion fname of the speciesname doesn’t
have its termination proof.

This error message only arises if tHmpose-termination-proof option is used on the com-
mand line. Otherwise, it is turned into a warning and the dtenmvill automatically generate an assumed
proof.

Hints: Add an effective termination proof to the function or do mebke the-impose-termination-proof
option when compiling the source file.

In the delayed termination proof, parameter 'name’ does not refer to a pa-
rameter of the original function.

Description As any proof, termination proofs can be made later afterfuinetion definition. However it
must refer to the original function’s parameters names.héndurrent proof, the identifietame doesn't
exist among the original function’s parameters.

Hints: Change the parameter name in the proof to make it matchenfutiction definition’s ones.

Method 'mname’ was found with incompatible types during inheritance. In
species &;’: 71, in species 5,": 7.

Description During inheritance, a methogmane was found with 2 incompatible types. Remind that all
along the inheritance tree, methods must not change thasr fijhe two found types and the species hosting
the definitions having these types are provideddyyand 1 (resp. sy’and ).

Hints: None.

Logical method 'mname’ appearing in species 5, should have the same
statement than in speciessy’ at source — location.

Description During inheritance, a theorem or a propertyiane was redefined but with a different state-
ment. As described at the beginning of 4.3.1, the inher@ganechanism also allows to redefine methods
already existing as long as they keep the same type expne$sio theorems to have the same type is sim-
ply to have the same statement. A same property can be wititteeveral semantically equivalent ways.
For instance, transitivity of an operation can be written byvz,y,z € S;x Oy = y©z =z ® z Or
Va,y,z € S,(x @y ANy ® z) = x ® z. FoCalize does not try to establish the equality of these two
expressions. It only compares syntactically the statesneraidulo variables renaming (i.e--conversion)
and non-significant parentheses.

Hints: The simplest way is to rewrite the logical statement of tifeeriting species as it was written in
the inherited species.
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Definition "name’ is considered as both logical and non-logical.

Description In the inheritance tree of the current species, a methode was previously found a “logical”
and is now found no more “logical”.

Hints: Ensure that you did not define 2 methods with the same namierbdifferent purposes (one to
help in stating logical expressions and the other for yonnmatational behaviour).

Species 'sname’ is not well-formed. Methodname’ involves a non-declared
recursion for the following dependent methods: ...

Description The speciesname doesn’t respect the well-formation rule presented in 414.8Bhe chain of
functions involved in the cycle is given in the error messaga sequence of methods names— my —
.. — my, with the implicit final pathm,, — m;.
Hints: None.

No lang mapping given for the external value definition name’.

Description The external value definition allowing to linkoCalize code to foreign languages doesn't
specify how to map the value identifierme in the languageéang.
Hints: Supply a binding for this language in the external definitio

No lang mapping given for the external type definition name’.

Description The external type definition allowing to linkoCalize code to foreign languages doesn't
specify how to map the type identifi@ame in the languagéang.
Hints: Supply a binding for this language in the external definitio

No lang mapping given for the external sum type value constructor hame’.

Description The external sum type definition allowing to lifloCalize code to foreign languages doesn't
specify how to map the sum type constructaime in the languagéang.
Hints: Supply a binding for this language in the external definitio

No lang mapping given for the external record field name’.

Description The external record type definition allowing to lirkoCalize code to foreign languages
doesn’t specify how to map the record fieldme in the languagéang.
Hints: Supply a binding for this language in the external definitio

90



Unable to find OCaml generation information for compiled file’ file’. Compi-
lation unit may have been compiled without OCaml code geneligon enabled.

Description The FoCalize compilation unit file file.fcl was compiled but the object file doesn’'t contain
information aboutOCaml code generation. ThEoCaLize compiler allows to disable th©Caml code
production by the-no-ocaml-code option. May be this option was used.

Hints: Invoke the compiler on the source fiféle.foc without the--no-ocaml-code option.

Type definition contains a mutable field name’ that can’t be compiled to Coq.

Description Never raised in the current version since mutable recordfigte not yet availahle

Unable to find Coq generation information for compiled file ’ file’. Compila-
tion unit may have been compiled without Coq code generatioenabled.

Description The FoCalize compilation unit file.fcl was compiled but the object file doesn’t contain
information abouCoq code generation. THeoCalize compiler allows to disable théoq code production
by the--no-cog-code  option. May be this option was used.

Hints: Invoke the compiler on the source fiféle.foc without the--no-cog-code  option.

Using a collection parameter’s method fame) in a Zenon proof with "by
definition” is not allowed.

Description The current proof tries to used the definition of a methadhe of a species parameter. Since
species parameters are always abstractefinitions (i.e. “bodies”) of their methods aneot available in

the parametrised species. For this reason, it is imposilgeovide this definition t&Zenon.
Hints: None.

Using an only declared method of Self®{ame) in a Zenon proof with "by
definition” is not allowed.
Description The current proof tries to used the definition of a methade only declaredin the current

species. Since the definition is not available, it is imgdassio provide it taZenon.
Hints: None.

Using a local identifier (name) in a Zenon proof with "by definition” is not
allowed.

Description The current proof tries to used a local variableme, i.e. an identifier not representing a
method, hence meaningless #&enon.
Hints: None.
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Using a local identifier (name) in a Zenon proof with "by property” is not
allowed.

Description The current proof tries to used a local variableme, i.e. an identifier not representing a
method, hence meaningless &enon.
Hints: None.

Assumed hypothesisiyp’ in a Zenon proof was not found.

Description The current proof makes a reference to an hypothegisthat was not found in the current
proof tree.
Hints: None.

Step '<...>...” in a Zenon proof was not found.

Description The current proof makes a reference to an proof step thahat&fund in the current proof
tree.
Hints: None.

Mutual recursion is not yet supported for Coqg code generatio. At least func-
tions 'name;’ and ' names’ are involved in a mutual recursion.

Description The current version dfoCalize does not yet handléoq code generation for mutual recursive
functions. At least the two functionsame; andnames were found as mutually recursive but may be the
recursion involves more functions. It is then impossiblprtoduceCoq source code.

Hints: Until this feature is available iRoCalize do not try to generate tHéoq code for the source file
containing these functions by using theo-cog-code  option.

Recursive call to mname’ contains nested recursion.

Description The function contains a recursive calltame inside a recursive call. The current version of

FoCalize doesn't support th€oq code generation for nested recursive calls.
Hints: Try to rewrite your function with the nested call performieefore the outer recursive call. For
instance:

let rec f (x) =

£ (f (bla)

should be turned into:

let rec f (x) =

i“et tmp = f (bla) in
f (tmp)
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Recursive call to mame’ is incomplete.

Description The function contains a recursive occurrencev@fe with an incomplete number of param-

eters. Since application syntactically requires all tlguarents to be present, this can arise if the recursive
identifier is used in non-applicative position. However &meor message is more general since future ex-
tensions may involve partial applications. Below follows example of such invalid usage of a recursive

function identifier:

let rec f (x) =

i“et tmp = f in
let ... =tmp (..) ... in
f(.)

Hints; None

Unexpected error: "msg”. Please report.

Description An error was raised and not expected during a normal exacuati the compiler. This is a
failure of the compiler and must be fixed by tReCalize development team. The error message display
the internal reason of the failure and must be reported t&-tigalize development team.

Hints: http://focal.inria.fr/ , link “Bug tracking”.
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